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Abstract

Power line communications (PLC) uses the existing powex iiffrastructure for communication purposes. While
the majority of recent contributions have discussed PLCigh data-rate applications like Internet access or meitia
communication serving a relatively small number of usemsthis article we are concerned with PLC as enabler for
sensing, control, and automation in large systems compgrisf tens or even hundreds of components spread over
relatively wide areas. Typical examples of such systemseasggy management and facility automation systems. We
provide a discussion of the communication network requénet: common to such systems and present transmission
concepts for PLC to make use of the existing infrastructesources, i.e., power lines, to meet these requirements.

I. INTRODUCTION

Already during World War Il power lines have been consideasda means for data transmission [1]. The main
usage of power line communications (PLC) has been by et@gtiompanies for sending control signals at low rates
and in several home automation products. It was only regesplirred by the deregulation of the telecommunication
and energy market in the late nineties, that communicati@r power lines has received a wider attention and is
perceived by many as viable alternative or valuable comeigrto other wired or wireless communication systems.

This is particularly true for Internet access and indoorlarea networks (LANs), where application of so-called
broadband PLC is considered. Broadband PLC assumes sgmauesion for multimedia applications consuming
larger data rates and serving a limited number of users, @®ndew popularity is evidenced by two special issues
on PLC-based LANs and access networks in this Magazine ir8 22]) [3] and the recent developments in the
standardization for high-speed PLC systems within the IFHE

The single main advantage of PLC over other wired commuioicatolutions is the existence of a power line
infrastructure. This, for example, allows electricity qoamies to retrofit their power line networks for communicati
purposes at little additional costs. In fact, the energyrithistion grid is perhaps the most ubiquitous infrastruetu
worldwide, and its extremely high penetration opens therdoo a plethora of applications supported by PLC.
Alongside the aforementioned applications, especiaklyubke of PLC for advanced energy management has experi-
enced a strong boost. Examples for this trend include thentgccompleted research and development project Real-
time Energy Management via Powerlines and Internet (REMRAzhich involved nine partners from five European

countries and was funded by the European Union @& r enpl i . or g), and the PoweRline Intelligent Metering



Evolution (PRIME) project launched by the Spanish eleattitity Iberdrola and joined by industrial partners from
Europe and the U.S., whose aim is the specification of an opdman-proprietary PLC-based telecommunications
architecture that “could meet the future requirements ostazuer real time interfacing and smart grid evolution”
(seewww. i ber drol a. com suppl i er s/ Smart Met eri ng for a White Paper). More generally, the ubiquity of
power distribution lines renders PLC an excellent can@ifiatindustrial command-and-control and facility autoioat
systems, in which a common communication network connelztege number of devices that are spread over a wide
area. We will collectively refer to such systems as largaescontrol and automation systems in the following.

The design and performance requirements for PLC in largeestontrol and automation systems are decidedly
different from those for PLC in access or indoor systemsfeléint network parameters such as geographical coverage
or number of network nodes and different application-egldeatures such as size of data packets or maximal response
time make it necessary to apply different transmission epte In the first part of this article, we describe these
requirements and derive the necessary features of an rgd?lliC network (Section Il). This will be followed by a
description of transmission techniques that have beenajs@ for such PLC networks in the past few years, e.g. [5]-
[9] (Section Il). We focus on the physical and medium-asaamtrol layer techniques, which are closely linked to the
use of PLC as communication technology. The gist of our disian is that conceptually fairly simple single-frequency
networking together with flooding of messages are attractiethods for large PLC networks. While such an approach
has been advocated for in wireless ad hoc networks [10], wenguhat is suited also for PLC networks (with no
mobility) to enable service guarantees. To support thiolasion, we finally present a quantitative comparison of
flooding and routing based on performance parameters sgalyifrelevant to the considered application scenarios
(Section 1V). Most of the presented material originatesrfrwork conducted for energy management systems, under
the umbrella of REMPLI, and airfield ground lighting autoroatsystems. Therefore, even though we keep the ensuing

description generic in most parts, we will repeatedly réfethese two specific applications.

II. CONTROL AND AUTOMATION SYSTEMSUSING PLC

We start by considering the two mentioned application eXamfor large-scale control and automation systems to

motivate that PLC is a very attractive solution and to cotatyeshow what is required of a PLC network.

A. Application Examples

1) Energy management systenTie energy management system of the future foresees tharitafibn of consid-
erable intelligence into the distribution grid which essaly renders it a situation-aware network of intercorneelc
sensors and actuators. These intelligent grids of tomohave gained global attention under the label “smart grids”
[11]. The realization of the smart grid concept entails thistence of a reliable communication network, which likely
integrates several communication carriers. Due to therartevailability of power lines as carriers and the resglti
advantages with respect to installation costs, we expettRhC will play a prominent roll in the implementation of
smart grids.

Let us consider a few typical examples of smart grid fundliies to illustrate the requirements for the commu-

nication network. The first example is real-time pricing taldmce energy consumption and moderate peak loads.



The key components for real-time pricing are intelligen¢rgyy meters and the possibility of communication with a
central data collection and control station. Assuming tatry household is equipped with such a meter, the PLC
network between meters and the common transformer statianirclude easily 300 nodes or more. If the PLC
network extends beyond the transformer station and to théiumevoltage layer, the network size can grow into
the thousands of nodes. Fast access to individual meteldsdsnaeded to enable advanced customer services. For
example, in a recent tender a Dutch electric utility recitteat their call center can access 90% of all meters within
five seconds. In Germany, the national regulator Bundeaget#ur considers the possibility of real-time switching
between electric utilities, and the vendors of billing 8@fte work on solutions for customers to find the presently
least-expensive provider. Again, fast access to meters immportant element for these solutions.

Another smart-grid functionality is the management of ggedistribution using a supervisory control and data
acquisition (SCADA) system. SCADA sensors permanently itoothe grid load and report to a control center, from
which open/close commands are sent to switches to adapistinidution structure to the dynamics of energy generation
and consumption. Such operations become more frequentinatbasing decentralization of energy generation and
they need to be executed reliably and in real time in order &intain grid stability. Thus SCADA imposes strong
reliability and real-time requirements on PLC.

2) Airfield ground lighting automation systemitodern airfield ground lighting (AGL) automation systemsble
individual lamp control and monitoring of sensors deplogdirfields. Such functionalities are needed to meet the
latest recommendations by national and internationalla¢égrs to enhance safety of aircraft ground movement and
to aid visual guidance systems. Figure 1 illustrates a &fpidring topology of an AGL system. Devices such as
lamps and microwave sensors are arranged in a ring strucfuypically between 3 km to 15 km and connected to
a constant-current supply via transformers.

PLC is a cost-effective and elegant solution to enable comication between the airport tower and the ground
lighting system, particularly for existing airport inftasctures where build-up of new dedicated communication
networks would be expensive. The communication networkthasridge considerable distances and also connect
across power-electric components, especially transfirméhich are not designed for high-frequency communicatio
signals. In terms of signal flow, we note that all data comroatidn needs to go through a central node which is
directly connected to the tower (see Figure 1). Furthermibie reaction time, i.e., the round-trip delay of a signal
between the tower and a lamp, is critical. Since the comnatiioic channels are time variant, the PLC system needs
to permanently monitor the communication quality to alm@tk nodes to guarantee a certain maximal reaction time.
The time variance of the channels is due to different curst@eps of the regulator, variable loads in the circuit,
crosstalk from other rings which often run parallel overesaV kilometers, and even weather conditions. Hence, the
PLC system needs to be sufficiently robust with respect tomblavariations. In addition, a node failure must not
affect communication to other nodes. Hence, redundanakjggths between the central and the other network nodes

are mandatory for the PLC network.



B. Requirements for the PLC Infrastructure

The described application examples are representatieairtie PLC network needs to connect a large number of
devices like switches, sensors, meters, or lamps that atebdited over a relatively wide area. In the following, we
attempt to categorize the typical requirements for the Phi€astructure in order to support large-scale control and
automation systems.

1) Network coverage and data flowApplication protocols for metering, automation, faciliby grid management
support point to multi-point communication with mainly shdata packets. Automation and grid management systems
have mainly a master-slave structure, because these afmtis are strictly hierarchically organized. In facility
management client-server networks are becoming populatieait polls the server (data point) or the server pushes
the data periodically. In metering applications, bothcsllyi hierarchical and client-server structures are usedtl. A
applications have in common that the devices of the syst@mesent the communication nodes of the PLC network,
and each of these nodes needs to be connected to the certea(master, server). This requirement is challenging
considering that many network nodes are remote from theaembde, and perhaps serve time-critical applications
like those mentioned in the previous section. Furthermatele individual nodes communicate only small amounts
of data at a time, the total data volume to be transferrecutitrahe network is substantial. Hence, resource-efficient
transport of data to and from the central node is mandatopclieve sufficient network coverage.

2) Robustness to changesn PLC networks the communication channel may change alyraotring normal
operation. For example, switching operations in mediurtage energy systems to balance the power consumption
over the distribution grid will result in changes of chantransfer functions in sizeable parts of the PLC network.
The PLC network design must be able to cope with such abruaphgds, which means that the connectivity
must be maintained during or quickly recovered after thdsnges. Since severe network disruptions due to, e.g.,
physical removal of network links, are often not exceptlangents but do occur frequently during normal operation,
maintenance of system availability is only possible withrédundant communication links and (ii) autonomous use
of redundancies. That is, a PLC network that needs to edifitét qualities and to re-establish connections after
topology changes occurred will not be able to fulfill reli#girequirements. Instead, ad hoc networking features are
needed. It is important to note that also the removal andtiaddof network nodes, or changes in the impedance
of the associated device affect the communication channeislarge neighborhood around this node. This behavior
is very different from wireless communications, where therenpresence or absence of a wireless device does not
affect the link quality for another device.

3) Quality-of-Service (QoS)The main QoS requirements for the PLC network in control amndraation systems
are high communication reliability, high overall networfkraughput, and strict limits on delay. Often messages
transmitted from nodes to the central node, e.g., notiicatibout a sudden voltage drop, or from the control center
to network nodes, e.g., a switching command for an actuatertime critical. Failure to meet delay requirements can
have serious consequences with often human safety at ftededition, due to the time variance of the communication
channels, the functionality of all network nodes needs twérified continuously to guarantee reliable data transfer

and system response time. Since optimization of throughplidbility, and delay pose often conflicting demands on



the design of the communication protocol, management of @gBirements is a non-trivial task.

1. TRANSMISSIONCONCEPTS FORPLC

We now present transmission concepts apt to meet the neadtiwork coverage, link redundancies, and guaranteed

QoS outlined above.

A. Single-Frequency Network (SFN) Concept

The spatial dimension of the PLC network renders direct camination between the central node and all other
network devices infeasible. To still achieve complete cage, messages need to be repeated, which is also known as
multihop transmission or relaying. Considering that PL&uses an existing infrastructure and the broadcast nature
of the PLC channel, an altruistic repeater concept is appgealhat is, network nodes that overhear a message
for another destination are prepared to retransmit thissages Such a repeater concept makes optimal use of the
available communication nodes in the network and is flexd@nleugh to ensure network coverage and communication
reliability also under changing channel conditions andtogies. In particular, the use of multiple repeaters tayel
the same message signal provides redundant signal patlt arfe needed to minimize network outages. To manage
this multi-relay transmission with a minimum use of comnuation resources, the single frequency network (SFN)
concept, which has been known from macrodiversity wiretssamunication systems [12], can be applied. The SFN
allows all repeaters to transmit simultaneously using tmes frequency band. The next receiving node(s) sees a
linear superposition of the retransmitted signals, whilindistinguishable from a single signal being sent over an
equivalent multipath channel. Hence, any communicatichr&ue suitable for transmission over multipath channels
can be applied in an SFN. One popular method is orthogongliénecy division multiplexing (OFDM) [5], [12]. We
note that SFN-PLC transmission benefits from signal enlraeoédue to concurrent retransmission. In some cases,

destructive interference may occur, which can be mitigatgdg distributed space-time coding concepts presented in

[8].

B. Flooding Concept

If altruistic relaying is used to route a message throughribmvork, then the flooding concept is implemented.
We submit that flooding is an attractive packet delivery pescin control and automation PLC networks for the
following reasons. First, flooding eliminates almost alliting overhead, which can be substantial for large networks
with multiple repeater levels. Second, it is extremely ibto network changes. This is crucial for applications
such as energy management or AGL systems. As mentioned ,atftmeges in PLC networks are often abrupt and
affect a large fraction of nodes. The need to establish aeraduld compromise communication reliability and
delay constraints. Third, considering the delivery of aglnpacket, flooding minimizes the delay in that it always
finds the “shortest” path to the destination. Key for floodiogbe effective is the application of the SFN concept.
SFN transmission avoids congestion for the packet that &d#d and thus accomplishes efficient use of network

redundancy and minimizes transmission delay.



On the downside, flooding has the potential to create closethwnication loops and to massively occupy channel
resources. Furthermore, different packets which are fldettaultaneously in a specific geographical area can destroy
each other. To avoid or mitigate these effects, two measamesuggested. First, active network nodes (repeaters)
monitor the packets or packet numbers and ensure that eweekepis repeated only once. Second, each packet
is equipped with a countet,.peas that specifies the maximal number of times a packet can beategéefore it
reaches the destination, and this counter is decrementéngdeach repetition. We note that two different counters
may be used for transmission in opposite directions due tenpially non-reciprocal transfer functions or different

interference situations at different locations.

C. Mixed Deterministic and Random Medium Access Control@MBoncept

As we have discussed in Section Il, a feature common to maplycagions is that traffic flows to and from a central
node, which suggests a centralized medium access cont®C]MWith a master-slave concept. The organization of
the transmission in the downlink direction (from master favss) is simple since only the master transmits data to
one or multiple slaves.

The situation is different for the uplink, where a number lailves may have data to be transmitted to the master
at the same time. A first option would be a purely determioiSiAC protocol that completely eliminates signal
collisions. To this end, slaves could be successively gdiethe master to see whether uplink resources are required.
To ensure a certain polling rate, which defines the reactioe bf the PLC network, a certain fraction of channel
uses has to be reserved for this mechanism. For exampladeomssensor which monitors rare events that occur on
average, say, once every day, but which require a fast respiime of, say, 10 seconds. The master would have to
poll the sensor every 10 seconds, which is an excessive wéstsources. Furthermore, while this approach may
be feasible in relatively small networks, the reaction ticae quickly become unacceptably large for networks with
hundreds of nodes. For the same reasons, other determimstiium access policies, such as master-slave oriented
bus protocols, token ring protocols, or solutions with fixiade-slots reserved for each individual network node waithi
a time division multiple access (TDMA) scheme are also ndt steted. Random medium access techniques, such as
Aloha or carrier-sense medium access (CSMA), offer morelfiléty in this regard. Since reliable carrier sensing in
PLC is complicated by the hidden node problem [13], paréicebllision avoidance techniques have to be employed
like those developed for indoor PLC systems [14]. Howevppliaation of mechanisms for solving the hidden node
problem and collision avoidance add considerable overli@attansmission with small data packets and therefore
they are not well suited for automation and control PLC systeln case of purely random access without collision
avoidance, i.e., Aloha or slotted Aloha, the packet delay lmacome unacceptably large and network throughput is
limited in the case of highly loaded networks with a large bemof nodes.

These considerations motivate a hybrid MAC protocol whicimbines elements of deterministic and random
medium access. First, the master establishes a network-TidMA frame structure through the broadcast of control
packets to all nodes. Within each frame the master allodatesslots for dedicated master-slave connections serving

services such as polling. Then, the remaining time slotsuaesl for random medium access in the uplink, which



allows slaves to connect spontaneously with the master, i€.gn event which deserves quick reaction from the
master is detected or if a slave joins the network. For the@eexample mentioned above the master would poll the
sensor in regular intervals much larger than the respongetth ensure that the sensor is functional and synchronized
to the TDMA frame structure. When the sensor has an eventportieit uses random access within the dedicated
uplink frame to send the message. Considering that per-hioklaitilization is not high, slotted Aloha, or one of
its variants, is the method of choice for the random accessiwthe TDMA frame structure. Since all network
resource control rests with the master, it dimensions thmdr structure in accordance with the QoS demands from
the specific applications served by the network. Furtheemtwwo mechanisms due to SFN-based flooding work in
favor of random access with slotted Aloha. First, as longtaeast one repeater node receives a signal originated
from another node successfully, the underlying messagetiamnihilated even though signal collisions may have
occurred. Secondly, SFN transmission can be exploiteddoce the waiting time between retransmission attempts

and thus improve overall transmission delay applying thecept of local acknowledgments devised in [7].

D. Remarks

We would like to remark on some of the challenges associattddthe described SFN-based flooding concept.

1) SynchronizationSFN-based flooding requires a network wide clock. This caedtablished through the TDMA
structure, which is maintained by broadcast packets setitdgnaster. Every packet is equipped with a synchronization
preamble [9] based on which a slave adjusts its timing. Simoadcast packets serve several purposes (see also
Section IV-B below), they are sent regularly. Experimerdasenshown that timing synchronization with an accuracy
of very few (often fewer than two) symbol intervals is easibhieved, which also means that only very little additional
guard space between transmissions is required for an SFNwotgethat frequency synchronization is not problematic
due to the low carrier frequencies used in narrowband PLC.

2) Channel Estimation and Error Propagatioithe need for receiver-side channel estimation in SFN-bfiseding
can be bypassed using differential modulation, e.g., acsob-carries if OFDM is applied. Likewise, the effect of
error propagation can be neglected assuming the use of @gtection, such that only nodes which deem a packet
as received correctly will retransmit it.

3) Channel Occupation and Energglearly, there is a price to be paid for not needing a routest Fiedundant
retransmissions occupy channels unnecessarily and piretiear messages to be sent. When one TDMA frame travels,
no other frame can travel in a certain geographical areaspatial reuse and thus packet origination rate are linite
Second, the use of many retransmissions wastes energyh,vehiz, undermines the purpose of “smart” grids. These
problems are mitigated through flooding using counters asrdeed above. Variations of flooding which aim at
reducing the number of redundant broadcasts, cf. e.g. f5],further remedy the situation. Since the location of
many network devices are static, topology information mayused during flooding. For example, in parts of the
network with high connectivity, only a subset of nodes relaymessage. Furthermore, signal waves can be directed
towards the destination, which also increases multipp)dapability. However, topology information needs to be

exploited with care as, for example, in ring topologies foun medium-voltage energy distribution grids or AGLs



(see Figure 1), a single node failure can completely chamgeéitection into which the signal wave needs to propagate

to reach the destination.

IV. NUMERICAL RESULTS. FLOODING VS. ROUTING

To make the argument for SFN-based flooding more concrethisnsection we provide numerical performance
results for three specific criteria pertinent to large-sdLC networks. We compare flooding with the alternative of
centralized proactive routing, for which every messageniy oetransmitted by exactly one repeater node at every
repetition level and the route is determined at the mastde t@sed on link quality information, namely packet error

rate (PER).

A. Average Duration of a Polling Cycle

Polling is often one of the fundamental network operatidas: example, in AGL automation it is critical to
continuously monitor the functionality of all devices amai$ the master frequently polls all slaves (see Section).ll-A

The average duration of the polling cydle is defined as the average time the master needs to completgla si
packet-request-response service with every slave. Aryticell expression for a lower bound fdp for the case of
routing systems can be obtained by making the idealizechgs$on that the instantaneous PERs for all node-to-node
links are available at the master. To obtain an analyticpression forD for the flooding-based system we assume
that the maximal number of packet retransmissions,... (see Section IlI-B), is chosen such thatis minimized.
Furthermore, we have simulated SFN-based flooding usingdaptation method fon,cpeat-

Table | shows the numerical results %, opt assuming optimal route®)ood, opt ASSUMING OPtiMah,epeat, and
Dﬁoodyadapt with adapted..peat fOr a ring topology (see Figure 1) with 10 and 100 uniformligtdbuted nodes, and
for a randomly generated tree topology with 100 and 200 no@aspectively. The latter are illustrated in Figure 2.
For SFN-based flooding we distinguish two scenarios for agmtion of simultaneously relayed signals, namely
aggregation of signal energies from all signal paths (deshbly energy combining (EC) in Table I) and selection of
the individual channel with the largest energy (denoted mgrgy selection (ES)).

The figures in Table | are the average duration of a pollindecymeasured in number of time slots. We observe that
flooding consistently achieves a lower polling cycle dunatthan routing. This is due to the fact that with flooding
the packet is received via the optimal route and via addilioepeater paths, and thus the probability of successful
transmission is increased compared to routing. Furthezrtbe restriction of the number of repetitions in flooding
due ton,epeat @voids unnecessary occupation of channel resources. \Weefobserve that performance degradations

due to in-situ adaptation 0f,cpesr are less than 4%.

B. Duration of a Broadcast Transmission

In the considered PLC networks messages are frequentlgbasted from the master to all slaves. The purpose
of broadcast messages is manifold. It serves, for examplepdate the TDMA frame structure, to inform slaves of

which slots are used for specific services and physicallpgeameters, to download software updates, or to transmit



fast time-varying application-specific parameters sucthagdistance of an approaching airplane in AGL automation
systems.

Flooding is a natural fit for fast broadcast transmissiort aslizes the very broadcasting nature of the PLC channel.
The duration of a broadcast is simplyax{n.epeat} times the duration for a downlink slot. In case of routing, we
assume that the master sends the broadcast message to a wfirslages selected such that the union of all nodes
that receive the message transmitted along those routes fthie complete set of nodes. In this way, the address field
of the broadcast packet is not expanded compared to a upiaekét. To minimize the duration of the broadcast, we
apply a greedy algorithm that selects the next slave sudhath@ximal number of nodes is reached along its route.

Table Il shows the time needed to deliver a broadcast messityeouting and flooding for the same four network
topologies considered for polling. The time is measured umber of time slots, and the particular figures were
determined such that the PER for all slaves is less than Qtli%interesting to observe that performance differences
between flooding and routing are moderate for ring strustundhereas they become significant for tree topologies.
In particular, flooding is rather insensitive to the undirytopology since signal waves propagate in all directions
Likewise, the actual number of nodes is insignificant as lasghe spatial extension of the network does not change

significantly.

C. Robustness to Topology and Channel Fluctuations

We have already pointed out earlier that the quality of comication links in a PLC network can vary with time
due to, e.g., load changes. Switching operations even ehtnegnetwork topology. A typical example for a severe
topology change would be the opening of a medium-voltageibligion line ring structure at a location close to the
master node.

To illustrate the agility of flooding, we simulated pollingdaes for 100 nodes which first were arranged in a ring
structure and after a certain number of cycles rearrang®edarrandom-tree structure. We hasten to say that such
a dramatic topology change is unrealistic and only serveamasextreme academic example to test the robustness
of flooding. In the simulations, a request to a slave was ttegeantil the master successfully received a response.
Figure 3 shows the measured duration for a polling cycle,revlibe network topology is changed before cycle
number 1. We observe that before the topology change thdialuraf the polling cycle jitters around average values
of about 410 (EC case) and 425 (ES case) time slots. The lafdtie polling cycle jumps to about 700 (EC) and
780 (ES) slots right after the network change, but it is alyeeeduced again by about 250 slots in the following
cycle. Already after 5 to 7 polling cycles the cycle duratidrave converged to the (new) stationary values. To have
an estimate for the length of the adaptation process in atesbine we assume a slot duration of 10 ms. This value is
typical for PLC transmission in the CENELEC-A band with a daidth of 50 kHz. Then, the average duration of a
polling cycle for 99 slaves would be between 4 and 4.5 secandsrding to the results in Figure 3. The first polling
cycle after the abrupt topology change would require 7 todsds to successfully reach all slaves, but within only
30 to 40 seconds the adaptation to the new topology is coetpldtis very fast adaptation, which is only possible

with an algorithm with short memory, satisfies real-timeuiegments for the communication system in, e.g., smart
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grid applications even during and after a switching instétgnce, SFN-based flooding is a very attractive solution
also in this regard.
V. CONCLUSIONS

In this article, we have presented an overview of the requargts for PLC to become an enabler for advanced control
and automation systems such as energy management oyfacitdmation systems. Starting from these requirements
we have described suitable PLC transmission concepts. We ddvocated, and in part substantiated with numerical
evidence, that the combination of single-frequency néetmgr with flooding embedded into a hybrid MAC protocol
is attractive to meet the application requirements. Theadfi of the presented concepts has been verified in field
trials under the umbrella of the REMPLI project, and PLC prctd based on this technology are currently being used
in a number of pilot projects for advanced meter manageneegt (n Karczew, Poland) and street-light control (e.g.
in Farth, Germany). We close by noting that the future peodition of PLC as enabler for smart-grid functionalities
is not only a technological issue, but it also depends styoog how swiftly electric utilities are able to implement
necessary changes in the energy distribution process agmiranlegislatory developments concerning infrastruetur

reliability and new services like real-time pricing.
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Fig. 1. lllustration of the ring structure of an airfield gralilighting automation system. A typical ring has a lengtthefween 3 to 15 km and

includes between 10 to 200 remote nodes (lamps, sensors).

TABLE |
COMPARISON OF THE AVERAGE DURATION OF A POLLING CYCLE USING OPIMAL ROUTING AND FLOODING WITH OPTIMAL AND ADAPTED
NUMBER OF RETRANSMISSIONSirepeat - DURATION IS MEASURED IN NUMBER OF TIME SLOTS ECREFERS TO THE CASE THAT THE
ENERGIES OF THE MULTIPLE SIGNAL PATHS ARE AGGREGATED AT THE RCEIVER; IN ESONLY THE INDIVIDUAL CHANNEL WITH THE

LARGEST ENERGY IS CONSIDERED

Ring topology Tree topology
Channel model
10 nodes| 100 nodes|| 100 nodes| 200 nodes
Drout opt 30 427 421 1027
Dﬁood’opt (ES) 29 419 387 993
Dﬁood’opt (EC) 28 403 367 939
Dfivod,adapt (ES) 30 423 393 1003
Dﬁood’adapt (EC) 29 404 368 945
TABLE 1l

COMPARISON OF THE AVERAGE DURATION FOR A BROADCAST TO ALL SLA¥S USING ROUTING AND FLOODING DURATION IS MEASURED IN

NUMBER OF TIME SLOTS

Ring topology Tree topology

Channel model
10 nodes| 100 nodes|| 100 nodes| 200 nodes

Routing 5 8 37 73
Flooding 3 4 5 5
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Fig. 2. Tree topology as an example model for an energy bligton grid with 100 (left) and 200 (right) nodes (shown asles). Thezx-
and they-axis are the main supply lines to which all nodes are comdecthe master is located at the origin and the slave nodegeaerated
according a uniform distribution over the diamond-shapes aefined by the maximum cable-length between master amnesslwhere cables run
in parallel to the x- and y-axis. The node density is kept tamtsregardless of the number of nodes.
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Fig. 3. Duration of polling cycles for flooding before andeafain abrupt topology change.



