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Abstract

Dynamic decode-and-forward (DDF) is a version of decod#g-fanward relaying in which the duration
of the listening phase at relays is not fixed. In this paperjmwestigate half-duplex DDF relaying based on
rateless codes. The use of rateless codes allows relaysdoomuously switch from listening to the source
node to transmitting to the destination node. We first rew#ferent signal combining strategies applied at
the destination node, namely energy and information coimfgiknown from literature, and propose a new
combining method which we refer to as mixed combining. Thigedknt combining methods give rise to
different achievable rates, i.e., constrained channe@tps, for which we provide analytical expressions. The
capacity analysis reveals the conditions under which mea@dbining is superior and how it can be optimized.
We then consider Raptor codes as a specific implementatiosteiess codes and develop a density-evolution
approximation to predict the data-rate performance ofahmxles in DDF relaying. Furthermore, we devise
an optimization of the output symbol degree distributionRafptor codes that is mainly used to benchmark
the performance of Raptor codes with a fixed degree distobuNumerical results for exemplary three-node
and four-node relay networks show that the proposed mixetba@ung provides significant gains in achievable
data rate and that Raptor codes with a fixed degree distribatie able to realize these gains and to approach

closely the constrained-capacity limits.

Index Terms

Cooperative communications, dynamic decode-and-forwatdying, rateless codes, Raptor codes, density

evolution.
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I. INTRODUCTION

In the wake of advances in multiple-antenna transmissia@hveith the ongoing evolution towards network
communication theory, the study of cooperative commuitdoatin wireless networks has experienced a
recent revival, e.g. [1]-[5]. Cooperative communicaticas achieve spatial diversity and multiplexing without
requiring multiple-antennas to be collocated in a singleige The three-terminal relay channel, as the
fundamental unit of cooperative communications, was duoed in the pioneering work [6] and thoroughly
analyzed in [7]. Although early information theoretic desl on cooperative communications focussed on
full-duplex relaying, in recent years a lot of research hasrbdirected towards practical protocols based on
half-duplex relaying, where the relay is not able to recaind transmit simultaneously, e.g. [1]-[4], [8]. Among
the various strategies that enable relays to assist theesdordestination communication link, the decode-and-
forward (DF) strategy has attracted great attention. IntbB&,transmission interval is divided into a listening
phase, during which a relay only receives, and a collalmigphase, during which the relay transmits the
successfully decoded source message. The duration ofstie@itig phase can be predetermined [3], [4] or it
can be adapted to the actual quality of the source-to-retanmel [8]-[11]. In case of the latter, and in the
absence of channel state information (CSI) at the sendenellay would decide on its own when to switch
from listening to collaborating, which is also referred ® dynamic decode-and-forward (DDF) [10].

Recently, starting with [12], the application of ratelessles, in particular Luby transform (LT) and Raptor
codes [13], [14], has been advocated to accomplish DDF wiftexdble duration of the listening phase.
While [12] considered the three-node relay channel with-adhogonal source-to-destination and relay-to-
destination channels, relaying with multiple relay noded arthogonal subchannels were studied in [15]. The
assumption of orthogonal channels enables the use of teretit signal combining schemes at receiving
nodes (destination and relays) during the collaboraticasphwhich are referred to as energy combining (EC)
and information combining (IC) in [15]. In the context of aioration using fixed-rate codes, the concepts of
EC and IC are also known as DF with repetition coding and caabegberation, respectively [4].

In this paper, we study half-duplex DDF transmission usatgless codes. As in [15], we consider orthogonal
source-to-destination and relay-to-destination chanreld as in [12], [15] we assume that the destination node
knows when a relay starts to transmit, which can be accohgdidy, e.g., assigning relay-specific spreading
sequences. We first consider signal combining when muligleals are received during the collaboration phase
of DDF. We formulate EC and IC in a common framework and infi@la new combining scheme, which is a

hybrid of EC and IC and which we refer to as mixed combining {M@e derive the pertinent capacity limits
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associated with the three combining schemes, for whiclieréifit from [15], we consider transmission with
finite-size constellations. MC requires power allocationndividual relays (but not among multiple relays),
for which we provide an optimal solution determined at thstih@tion node and delivered to relays via a
low-rate feedback. Such a feedback requirement is simalghé acknowledgment sent from the destination
to terminate the transmission with rateless codes. Seaadnalyze achievable rates for DDF using Raptor
codes. To this end, we refine and extend the density evol{itiGhmethod proposed in [17] to the case of
DDF. In this context, we also investigate the optimizatiéithe degree distribution of the LT component codes.
This optimization is similar to that for fixed-rate low-détysparity check (LDPC) codes considered in e.g.
[18], [19], which are required to perform close to the capatimit at different rates for the source-to-relay
and source/relay-to-destination channel. We present ricaheesults for the examples of source-to-destination
transmission assisted by one and two relays, respectiwbigh demonstrate (i) the notable advantage of the
proposed MC over EC and IC, (i) the aptitude of Raptor codéh Wixed degree distributions to closely
approach the capacity limits associated with DDF, and ffig suitability of the devised density evolution
approximation to predict rates achievable with Raptor sdde DDF.

The remainder of this paper is organized as follows. In 8acti we introduce the cooperative communi-
cations system setup and describe the combining schemadiimg our proposed MC method. In Section I,
we derive the constrained capacity limits associated witb-and different combining methods. A density
evolution approximation for DDF transmission with Raptodes is developed in Section IV, which also serves
as the basis for the optimization of Raptor codes. Numergsllts are presented and discussed in Section V,

followed by conclusions in Section VI.

II. RELAY TRANSMISSION AND SIGNAL COMBINING

In this section, we first briefly introduce the considereagyefransmission system and then describe the

signal combining schemes applied at the destination node.

A. System Setup

We consider a wireless relay network as shown in Figure listmg of a source node Syy relay nodes
R;, i = 1,..., Ngr, and a destination node D, to which the source wishes to coriuae a message. For
simplicity, we assume that all nodes employ a single antefimachannels between different nodes are modeled
as frequency-flat fading additive white Gaussian noise (ANY@hannels which remain constant during the

transmission of at least one message. The instantaneaigaeside signal-to-noise power ratio (SNR) for the
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source-to-destination (SD), source-to-refafBR;), relay+-to-relay+s (R;R;), and relayito-destination (FD)
channel is denoted bysp, sgr,, Yr.R,,» @andvr,p, respectively.

The operation of the relay network follows closely the oneailibed in [15]. The relay nodes are half-
duplex transceivers that apply the DDF paradigm to assésstiurce. That is, while the source broadcasts its
message, the relays listen to the source (listening phasefyato decode the source message. In the case that
a relay decodes successfully before the destination, érgtthe second phase (collaboration phase), in which it
retransmits the message (details of the collaborationeptwdlew below). The source and all collaborating relays
continue transmitting and the destination continues w@ogiuntil it has successfully decoded the data and
sends an acknowledgment. Relay nodes may receive theiniatmn only from the source node (synchronous
transmission protocol [15, Section I1]) or from the sourzele and other relay nodes that have decoded earlier
(asynchronous transmission protocol [15, Section IV])née in the asynchronous transmission protocol, relay
nodes help each other to shorten individual listening phaBarthermore, following the arguments in [15,
Sections Il and Ill.A], we assume direct-sequence codesidiv multiple access (CDMA) transmission where
each relay node has a different spreading code availablegiosmission, which also enables the destination to
identify the respective senders. Applying the idealizatid orthogonal spreading codes arriving at the receiver,
parallel source/relay-to-destination channels resutt mitual information through different channels can be
accumulated. If perfect orthogonality is violated, a perfance penalty due to interference would result.

We apply rateless codes to protect messages against cleanorsl and an error detection mechanism (e.qg.
cyclic-redundancy check code) to terminate decoding [IF]. As in [8], [12], [15], we assume that CSl is
only available at the receiver sides of a communication. linksuch a practically relevant scenario the use
of rateless codes is intended to achieve a relay-centriptation of the duration of the two communication
phases to the instantaneous channel quality. Furtherrsouece and relay nodes are assumed to transmit with

the same power during the respective transmission phaggd 23, [15].

B. Sgnal Combining Methods

Signal combining is performed during the collaborationg#hat the destination node, and in the asynchronous
transmission protocol also at relays which have not yet essafally decoded the source message. To enable
more efficient signal combining methods, we extend the sehiegom [15] in that we allow relays to transmit
not only with their own spreading sequence but also with fireading sequence allocated to the source. This
spreading sequence re-use is a reasonable extension ath(iebources are occupied during the collaboration

phase anyhow, i.e., this extension does not drain any additinetwork resources, and (ii) the self-adaptivity
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of the transmission scheme is maintained; that is, the eesfishe source spreading sequence at a relay does
not require any coordination among nodes.

Next, to describe the combining methods, let us consideb#éisic example of a network with a single relay.
We define the length-source message vectot and the spreading sequenacgsand sy applied at the source
and relay, respectively. In the listening phase, the source trassthié lengthar code vectore;, = mGy,
applying spreading witlss, where Gy, is the k x ny part of the generator matrix of the rateless code. Note
thatng is not decided prior to the transmission but is determingelr dhe relay has successfully decoded the
messagen.

We now proceed with the collaboration phase, i.e., we assbatahe relay successfully decoded the source

message before the destination. Let us define the lengthnyr) code vectors

Ccc = mGC7 (1)

cé = mGé7 (2)

wheren > ng is the number of coded bits received by the destination soticessful decoding, ar@- and
G{ arek x (n —ng) generator matrices of the rateless codes used during ttabemtion phase. The source
node always applie& ¢ to generate the vectaei, which is transmitted using spreading wih. At the relay,

the availability of two spreading sequences makes diftesggnal combining schemes possible.

1) Energy combining (EC)The relay node transmits the same signal as the source nedethe relay
appliesG¢ and transmits message: usingss. Due to the different propagation delays of SD and RD
channel, the destination can apply a Rake receiver to maxatia (i.e., energy) combine the source
and relay signals (cf. [15, Section 1ll.A]). Then, decodiftthe rateless code is done based on the total

generator matriXGr, G¢.

2) Information combining (IC) The relay re-encodes the source message S{go obtaine},, which is
transmitted using spreading coslg. Due to the different spreading codes, the destination caimguish
between source and relay signals (cf. [15, Section lll.AJhe rateless code uses generator matrix

[G1, Gc G for decoding; that is, SD and RD are information combined.

3) Mixed combining (MC) The relay node generates andc(, and simultaneously transmits these messages
using spreading witkg and sg, respectively. To keep the total transmit power constéet,signal using

sg is assigned a fraction € [0, 1] and the signal usingg is transmitted with a fraction —r of the relay

If we consider a single-relay network, we drop the relay indad write R and not Rfor convenience.
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transmit power, respectively. At the destination node sihwerce and relay signals that are transmitted with
sg are energy combined, while the relay signal transmittedh wit is used for information combining.

Hence, decoding is performed based[6h, G¢ G{], with EC applied for theG¢ part.

Note that regardless of the combining scheme, the relaysserghrity vector of lengtlin — ng), i.e., cc or

ct, that is different from the vector ofg parity symbols transmitted during the listening phase. dgéenhe
considered rateless coded relay schemes always perfoommiafion combining across the two phases, which
is also referred to as code combining [20] and coded codparft] in the context of relaying using fixed-rate
codes.

The generalization to relay networks with multiple relagsstraightforward and has been investigated for
transmission with Gaussian signaling and EC and IC in [18]lQ, assuming/Np participating relays in
the collaboration phase, relaygeneratesl, = mG}, where G, has dimensiont x (n — ng,) and ng,
is the duration of the listening phase for relayand transmits}, using its unique spreading sequenge,

i =1,...,Np. In MC, which is our extension of the pure EC and IC schemdayrédivides its transmit

power between transmitting, using sg, andcc using sg according tor; /(1 — ;).

I1l. ANALYSIS OF COMBINING SCHEMES

In this section, we compare the three combining schemesiinstef achievable rates. As in the previous
section, for clarity of exposition, we explain concepts sidering the single-relay casé&’¢ = 1) first and then

generalize to the multiple-relay case.

A. Maximum Achievable Rate

1) Single-Relay Case: Let us denote the capacitfesf the SR and SD channel lijsg andCsp respectively,
and the capacity of the joint SD and RD channel during theaboltation phase b{'com,. We have that
Csr = C(ysr) and Csp = C(vsp), whereC'(y) is the constellation-constrained capacity (in bit per ctedn
use) for, e.g., quadrature-amplitude modulation (QAM) lvage-shift keying (PSK) constellation at SNRThe
capacityCcomp depends on the applied combining scheme. Following thenaegts from [8], [12], arbitrarily

low error rate is achievable with a code of rdte= k/n = Ry.x — 0 for anyd > 0, where R,,.x is given by

CcombCsr (3)

R = .
" Csr — Csp + Coomb

%In slight abuse of denotation, capacity is defined as avaragaal information for a given signal constellation, whistalso known

as constellation-constrained capacity [21, Section 3.5].
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Note thatCsg > Csp, since we assumed > ni and thus a collaboration phase is reached. Expression (3)

intuitively follows from assuming equality in the two corents

k < nrCsp + (k/R —nr)Ccomn , (4)

E < nrCsr, (5)

for R = Ryax.

2) Multiple-Relay Case: Without loss of generality, we assume th&b relays have participated in the
collaboration until the destination has decoded the mesaad that relayr; has decoded before reldy; for
j < i. The corresponding listening phase of relapcludesny, sampling intervals. Then, we have thg + 1

constraints

Ne—1

k< nr,Csp + Z (nR.,, —nR,) Ccomb,i + (k/R — nry,.) Ccomb, N (6)
=1
i1

k< ngr,Csr, + Z (nR,,, — ngr,) CcombRyj» ©=1,...,Np. (7)
=1

In (6), Ccomb,i» @ = 1,..., Np, denotes the constrained capacity of the channel that &bledted during
the collaboration phase between the source anelays at the transmitting side and the destination at the
receiving end applying signal combining. Similarly, in (OcombRr,j» J = 1,...,4—1, i =1,...,Np, is
the constrained capacity of the channel when the sourcejgmeviously activated relays are transmitting
and relay: is receiving and combining those signals. Expressionstiesd capacities will be given in the
next section. While&Ccomb r,,; = Csr, for the synchronous transmission protodOkomb, r,,; > Csr, in the
asynchronous transmission protocol, since relays help eter to decode the source message. Setting (7) to
equality allows us to solve foug,, i = 1,..., Np, and Ry.x iS the rateR obtained from equality in (6). The
number of active relay®Vp is given by the smaller of the constraim < Ni and NRy, <M < MRy, -

Ruax 1S @an important measure as, in principle, the applicationatéless codes provides the possibility of
self-adaptation of the actual code rate arbitrarily clasdi},... For brevity, we refer toR,,.. from (6) and

(7) (which is given explicitly in (3) for the single-relay s@) as the achievable rate or constrained capacity in

the following.
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B. Comparison of Combining Schemes

1) Sngle-Relay Case: Since EC benefits from SNR combining and IC uses parallelreélanthe capacities

Ccomp for the combining schemes from Section 1I-B in the singleyecase are given By

C&Sw = C(ysp +mp) (8)
Clomp = C(sp) + C(RD) 9)
Coan, = C(ysp +7rD) + C((1 = 7)9RD) - (10)

Furthermore, since?,. in (3) is strictly monotonically increasing iVcomn, We wish to maximizeCcomn
for given ysp and ygp. While for general constellations, e.g., QAM and PSK, thastellation-constrained
capacityC'(v) cannot be expressed in closed form [21, Section 3.5], we Krmw the relation between mutual
information and the minimum mean-square error (MMSE) wh&timeating the transmitted signal point from
the received signal and the strict monotonicity of the MMSithwespect to the SNR [22, Theorem 1] that
C(v) is a strictly concave function of [22, Appendix A]. The following lemma is useful to comparesth
capacities (8)-(10).

Lemma 3.1: Consider the constellation-constrained capa€lfyy) and SNR values, b,c¢ > 0. Then,

Cla+b)+C(c)>Clc+b)+C(a) & c>a.
Proof: Denote the derivative of'(y) by C’(v). SinceC(~) is strictly concave and increasing, the slope

C'(~) is strictly decreasing. Hence,

Cla+b)+C(c) >C(c+b)+C(a) & Cla+b)—C(a)>C(c+b)—Clc)
a+b c+b

& /C/(x)dx> /C’(m)dx

& c>a

Theorem 3.2: For general finite-size constellations, the capacitiehefdombining channels satisfy

IC
Cgc o< CComb7 for all (ysp > 0,vrp > 0) a
o1 ,
Clonps  forall (3sp > 0,79rp > 0,7 < 1)

o < M, ifand only if (1 —r)yrD > YsD - (12)

®Note that we do not penalize the degree-of-freedom expanmsicessary to achieve orthogonal SD and RD channels, siiscthi

underlying assumption, as in [15], that this expansion ised(e.g. using spreading sequences) no matter what corghisimsed.

February 1, 2011 DRAFT



Proof: Inequality (11) is the special cage= 0 in Lemma 3.1. Inequality (12) follows from Lemma 3.1
when substituting: = ysp, b = ryrp, andc = (1 — r)yrp. [ |
From this theorem we conclude that MC can be superior to IQif anly if ygp > ~vsp. More specifically,
any choice ofr € (0,1 — vsp/yrp) Will lead to CYC, > CF .

2) Multiple-Relay Case: The case of multiple relays is a straightforward extensibthe single-relay case.

For example, the MC capacitycomn,; Used in (6) is given by

Coomyi =C [ 150+ D _rjamp | + > C (A =r)w,p) (13)
j=1 j=1
from which EC and IC follow as special cases for=1 andr; =0, j = 1,... 4, respectively. Similarly, the

MC capacityCcomb r,,; In (7) for the transmission to relay;Rn the asynchronous protocol reads

i i
Clombr,j = C <VSR1» +) TkVRkRi> + ) C((1 =) Rer,) - (14)

k=1 k=1

Theorem 3.3: In the case ofVp active relays, MC and IC capacities satisfy

Clomb.ne < Cobop n, if and only if 3i € {1,..., Np} (1 — r)ym,p > 8D - (15)
Proof: For theif part, leti* such that(1 — r;+)yr,.p > 7sp, and let us chooseg = 0 fori =1,..., Np

andi # ¢*. Then, from Lemma 3.1 it follows that

Ne
Clomne = C(sp+rivr.p) + C (1= r)7R.D) + Y C(4R.D)
iAi*
Ne
> C(ysp) + C(r.-D) + 3 CORD) = Clompny -
o

For theonly if part, we assume&i (1 — r;)vr,p < 7sp. Then, again using Lemma 3.1, we obtain

Np NP
Clombne = C ('VSD + 1R, D + ZTW&»D) +C (1= r)vmp) + Y C((1 = 7:)m,D)
=2 =2

Np NP
< C(ysp) +C (’YRlD + ZTW&D) +> C((1=r)mp) -

i=2 i=2
Continuing this upper bounding based on Lemma 3.1, we aatvle inequalityCtyy,, v, < Oy n,- ™

C. Optimization of Mixed Combining

We are now interested in the vector of power ratio$ [rq,. .., ry, ] that maximizes the capaci@&?nb,]vp

when Np relays are active. That is, we adjusaccording to MC combining at the destination node. Optimiza
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tion of » also with respect to the inter-relay channels used in thedspnous transmission protocol would
require communication of CSI, which we refrain from in thisnk.
Considering (13) and the fact théat(v) is concave, we consider

MC
dCComb,Np

=0, i=1,...,Np, (16)
de‘ Ti=Topt,i
to obtain the optimal vector,p, = [Topt,1, - - -, "opt, N ], Which leads to the set of linear equations
Np
38D + Y ToptVR,D — (1 = Topti)yRp =0, i=1,...,Np. a7)
j=1
While the solution of (17) satisfies,,; ; < 1, the conditionr.,; ; > 0 is not always true for all = 1,..., Np.

We thus have the following necessary and sufficient contior r,, [23, Section 4.4]:

chC

% =0, forall rope; >0, (18a)
TZ Ti=Topt,i

i,

% N for all repe; =0 . (18b)

For a small number of active relays (18) can be solved by ttgpeusing (17). In the single-relay case we

obtain the closed-form solution
Topt = max{0, (I —ysp/YrD)/2} - (19)

We observe from (19) that,,; = 0, i.e., MC becomes identical to IC, only #fgrp < 7ysp. Otherwise, the
effect of MC is to equalize the effective SNRsp + myrp and (1 — r)ygrp as both becoméysp + yrp)/2
for r = ropt.

Since (18) can only be evaluated at the destination nodereathe ratiosyr,p/vsp are known, a low-rate
feedback channel from the destination which conveys a gqueahversion ofr,, to the relays is required. This
feedback is alike the acknowledgment signal sent in ragededed systems by the destination to terminate the
transmission after successful decoding [12], [15], [24]Section V we also show results for the single- and

two-relay cases that suggest that the effect of quantizatia-,,, on performance is negligible.

IV. RAPTOR CODES FORDDF

In this section, we investigate the asymptotic performaoicéhe rateless codes on relay channels using
density evolution (DE) [16]. In particular, we specializeetcapacity-based results from the previous section
to the class of Raptor codes constructed from a given engeafdlDPC and LT codes. To this end, we first
refine the DE analysis for Raptor codes presented in [17] ii@ctisource-to-destination communication and
then generalize it to case of relay transmission using DDEesxribed in Section Il. Furthermore, the DE

analysis also allows us to optimize the degree distributibthe LT part of Raptor codes.
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10

A. Density Evolution for Raptor Codes

1) Preliminaries: DE is an algorithm to track message densities in messagengadecoding of codes,
most notably belief propagation (BP) decoding, with thelgdadetermining the SNR threshold above which
arbitrarily small bit-error rate (BER) can be achieved. liltls on the concentration theorem according to
which the decoder performance for code realizations cgegeto the expected value for the code ensemble in
the limit of infinitely long codes assuming cycle-free codemhs. To simplify the algorithm, one-dimensional
approximations of DE have been proposed, among which mekme-evolution [25] and information-content
evolution [26] are the most popular.

These DE approximations have been applied to the analydisiasign of Raptor codes in [27] and [17].
More specifically, in [27] the evolution of the message messuaning Gaussian densities for all [25] or, as a
more refined approach, some messages [28] has been derivkd fd part of the code, and in [17] information
content evolution is considered for describing joint déngdf LT and LDPC precode of a Raptor code, again
applying the Gaussian approximation for the distributidmessages. In particular, the interaction between
LT and precode decoding is described by the exchange oheidrmutual information to track convergence
in iterative decoding.

In the following, since we also apply joint decoding, we sfaom the approach in [17] and extend it in
that we do not require the “pessimistic assumption” [17] ttee graph of the precode is reinitialized each
time the LT code passes its extrinsic information to the pdec We therefore expect to obtain a better match
between predictions from DE and decoding results achievidd BP.

2) TheDE Algorithm: Letu(z) = Y, izt w(z) = Y, wirt ™1, Az) = 3, Mz L, andp(x) = 3, piz ™!
denote the edge degree distribution for LT input symbols,olufput symbols, precode variable nodes, and
precode check nodes, respectively, ditd) = >°. I;z* andA(z) = >, A;2’ the LT input symbol and precode
variable node degree distribution, respectively (cf. [12}]). The information content for messages from LT
variable nodes, LT check nodes, precode variable nodesprndde check nodes is denotedias L., Py,
and P., respectively. Furthermord,, and P, represent the extrinsic information delivered by the LT eod
to the precode and vice versa, afd is the initial information content coming from the chanriehe joint
decoding graph for the Raptor code is illustrated in the tap pf Figure 2, which also shows the information
content variables. Finally, we use the superscriit™to denote the decoding iteration count and defitie)

as the constellation-constrained capacity of the binapgdi AWGN channel with noise varian@dz.
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Then we can formulate the following update equations foritifiermation content for the LT code:

0 = Y (=1 L) + g1 () (20)
Lo = 1—2% (z—l (1—L$))+J‘1(1—CV)> : (21)

The decoding of the precode is descrlbed by

P ZAJ(Z—I P+ L)) (22)

1—2[% (z—l e —P\EZ))). (23)

After each half-iteration the extrinsic mformatlon comtés computed as

P

Lo = Zli'] (iJ—l(Lg@)) (24)
PO = ZA J (ZJ P@)) : (25)
We can eliminate the check node and extrinsic informatiomeat to obtain
R N ) 28)
P = ¢p(PID,LEY), 27)

which is our DE approximation. If for given degree distriboumts and channel inpuf’, the recursion reaches

the fixed point(L,, P,) = (1,1), then we expect that decoding is successful. Denotingfy = 1 — ﬁ ;’g;ii

the precode rate and hy the average LT edge degree, for whigh) = e*(*~1 [27], the corresponding
posteriorirate of the Raptor code (cf. [17, Eq. (1)]) is given by
RRap = Rprew. . (28)
a K

7

Conversely, if another fixed point is reached in (26), (28c¢alling is expected to fail. We observe from (21)
that the information content,. converges to mutual informatiofi, of the channel forL, — 1.

To illustrate our proposed DE, Figure 4 presents the ewniutf the information contenLg) and LS@
for the Raptor code withu(z) from [14, Table |, 2nd column] over the binary-input AWGN cimel with
capacityC = 0.48 bit/(channel use) as function of the iteration numheWe observe that decoding converges
to L, = 1 and L. = C,, respectively, for rates up t& = 0.453 bit/(channel use), which thus are deemed
achievable. On the other hand, information content corgetg L, < 1 and L. < C, for ratesR > 0.454

bit/(channel use). Hence, we expect high error rates inr#iss region.
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B. Density Evolution over Relay Channels

We now extend the DE approximation to the case of DDF in refenoels. To this end, we need to consider
the Tanner graph representation and the mutual informatlpprovided from channel observations, which
are different for the different combining schemes. Figureh®ws the decoding graphs for EC, IC, and MC
(top to bottom) assumin@p = 1 active relay. For simplicity, we will focus on this singlelay case in the
following, and generalization t&vp > 1 is straightforward.

In the previous section, we tacitly assumed that the chaoibgtrvation messages are symmetric Gaussian
distributed. Since we have AWGN channels, in the listeningge this assumption is true for binary modulation
and a good approximation for bit-interleaved coded modhrawvith multilevel signaling and Gray labeling [29]
(cf. [30] for other labelings). In the collaboration phasiege channel observation messages at the destination

can be modelled by a Gaussian mixture distribution

Nu
pe.(x) =S piNeym(p;) (29)
j=1
where Ny, (1) denotes the symmetric Gaussian probability density witlammeand variance2|u| [26] and
Ny andp; are the number of mixture components and their weights estsly. Denoting byf = ng/n the
fraction of the transmission interval required for listagi the following can immediately be inferred from the

graph representation in Figure 2 and the description of tmhining schemes in Sections 1I-B and IlI-B:

EC: Nu=2 (p1,p2) = (£, 1= ), (1, p2) = (J ' (Csp), T (CEG)) (30)
C: Nt =2 () = (5255 ) (o) = (77 (Con) ™ (Cow) (1)
_ B o f 1-f1-f
MC: NIVI_37 (p17p27p3)_ <2_f72_f72_f>7
(1, p2, 13) = (J 71 (Csp), J 7 (C(rsp + rymp)), 4~ H(C((1 = 7)7RD))) - (32)

Then, taking the mixture density (29) into account, we neetbtwrite update equation (21) as

LO =13 py > wid (1= 1) (1= L) + 71 = T () - (33)

Hence, for a givenf, DE approximation can be performed according to (26) and (&g the check-
node update (33). To determingfor a given target relay-channel rafé = k/n, we first obtain the rate
RRap,sr = k/ngr from (28) through the DE approximation for the SR channeblf = nr/n = R/RRapsr

can be used.
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C. Optimized Degree Distribution

The DE approximation can also be used to optimize the outpmbsel edge degree distribution(z) of
Raptor codes for cooperative communications considereel Bgain, we will concentrate on the single-relay
case, and then remark on the extension to multiple actiayselFurthermore, we hasten to say that such
an optimization requires knowledge ofstantaneou$NRs for all channels (SD, SR, RR, RD), and thus the
purpose of optimization is to obtain performance benchsék Raptor codes with fixed degree distribution.

To optimizew(x) we need to consider check-node information content. Suliaty (20), (25) into (33) and

(22), (24) into (23) gives us the coupled update equations

LY = (LD, PED {u;}) (34)
PO = op(PED L) (35)

Furthermore, to obtain a condition om(x) for a contracting mapping with fixed pointL., P.) =
(Eészl p;J(115),1) = (R, 1) that lends itself for efficient numerical solution, we reggg35) by the conservative

approximationPc(Z) = (,DP(O,L,(;@). This leads to the one-dimensional recursion

LO = o (L, 0p(0, LETV), {pi}) = G(LETY) | (36)

which has been considered in [17] for non-relay commurocatiith Raptor codes. Convergenceltp = R
is ensured by

¢(L) > L. VYL.€[0,R). (37)

Furthermore, [17] (see also [27, Section V]) suggests thewitng additional conditions to facilitate successful

start of BP decoding away from. = 0:

(0)>e, lim @(L)>1, (38)

wheree is some small positive constant. Adapting the above canditio our situation of relay transmission,
we obtain the optimization problem (39) shown on the nextepfy the single-relay channel, where (399)-
(39i) are the conditions for successful decoding at theyrelgg (z) is the SR-channel version of (36) angdr
denotes the average edge degree for input symbols of theh&fiel part of the LT code. From the graphs
in Figure 2 we observe thatsg = f - « for EC andagg = % -« for IC and MC.§;, i = 1,2,3, in (39d)
and (39g) are small step-size and offset parameters to samgplinterval in whichp(z) > z andggr(z) > =

should hold, respectively, [17], [27].
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max ———g—— 39a
Ol7fX « zl O];tﬂ' ( )
Wopt () = argmin Z % (39b)
w(x) i

s.t. Zwi =1 (39c¢)
P(z) >z Vze[0,61,...,R— ) (39d)
wiR>e (39)

NIVI
Wy z:pje—rl(l—J(uj))/4 >1 (391)

j=1
@SR(Z) >z Vze [0, 01,...,Csr — (53) (399)
wiCsr > ¢ (39h)
wyagge™ ) (1Cs)/4 5 (39i)

Due to the approximation (36), the inner optimization (3@%i) for wp(x) is a linear program, which
can be solved using standard numerical tools, e.g.C¥¢ package [31]. The outer optimization (39a) with
respect tore and f is a two-dimensional search. To reduce this to a one-dirnaatsearch problem, and thus
arrive at an optimization problem similar in complexity tose for non-relay transmission considered in [17],

[27], we propose to select
Rmax

= 5. (40)

That is, the relative durations of listening and collabioraphase are adjusted according to the corresponding
channel capacities, which is the solution fbe= ng/n from (6), (7).

The generalization of (39) to the multiple-relay case letadan (Np + 1)-dimensional search with respect
to o and the relative duration§ = ng,/n of the listening phases of th¥p active relays. However, applying
the solution from (6), (7) forf; for all relaysi = 1,..., Np, reduces the optimization to a one-dimensional
search, and hence optimization of the degree distributidheoRaptor code can be performed computationally

efficient (cf. [17], [27]).
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V. RESULTS AND DISCUSSION

In this section, we present numerical results to illustthie performance of Raptor coded DDF relaying,
compare the three combining schemes used at the destimatite; and discuss the optimization of the degree

distribution.

A. Parameters

As in most related works, we assume binary phase-shift ge¢PSK) modulation at the source and the
relays. The default Raptor code, i.e., without optimizatas w(z), consists of a rate-95 regular LDPC code
and an LT code generated using the degree distribution figtn Table I, 2nd column].

We focus onNp = 1 and Np = 2 active relays as relevant example cases. $Re and R;D channels
associated with the-th relay ¢ € {1,2}) and the SD channel are modeled as flat Rayleigh fading with
instantaneous SNRgr, = Gsr,vsp andyr,p = Gr,p7Ysp, WhereGgg, andGr,p denote the SNR gains of
the SR; andR;D channel with respect to the SD channel. For this purpose,deptahe log-distance path-loss
modelyap = ¢ (dap) ™" with distanced,p between nodes A and B and path-loss expomgrgo that (see

[32, Section 1] for the single-relay case)

Gsr, = [1+Ck, — 2R, cos(Or,)]"/? (41)
Gr,p = Gsr,/CR, (42)
where
(r, = D (@3)
SR;

anddg, is the angle of the line connecting source, relgy &d destination (see Figure 3). In the case of the
asynchronous transmission protocol, the relay-to-rafdyas the instantaneous SNR,r, = Gr,r,"7sD, for

which the SNR gain follows from the geometry shown in Figuras3

1 1 2 1 1 2]
GR1R2 - [ ((GSRl)_: COS('&R]) - (GSRz)_: COS('&Rz)) +<(GSR1)_; Sin('ﬂR]) - (GSRz)_; Sin(§R1)> ]
(44)
and

cos(UR,) = (Gsr,) * (1 — (g, cos(fr,)) , sin(Ur,) = (Gr,p) = sin(6g,) - (45)

The relative instantaneous SNRs are thus specifiethbgnd(r,, i = 1, 2. If not stated otherwise, the optimal

power allocation ratio- = r,,; as defined in Section IlI-C is applied for MC.
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B. Results

1) Sngle-relay Network: We start with the single-relay case and seleet 4, g = 7, and(g = 4/3, so that
Gsr = 15 dB andGrp = 10 dB as an exemplary scenario. We evaluate the achievabl&ratefrom (3) for
the different combining schemes introduced in Section.IFi§ure 5 shows the numerical results in terms of the
respective cumulative density functions (CDFs) .« (lines) for the average SNRsp = £{ysp} = 0 dB.
While, as expected, IC is superior to EC, we observe furtlygrificant improvements due to the proposed MC.
In particular, MC achieves notably lower outage rates, itee probability that a certain rate is not supported
by the relay channel, for rates betwe&n,.. = 0.5 t0 Ryax = 0.8 bit/(channel use), corresponding to the
range of outage rates between 10 % and 80 %. Also includedsriijure are CDF values (makers) for rates
predicted by the DE analysis from Section IV-B for the deféRéptor code. For ease of comparison, the
obtained rates are multiplied with a factor of 1.1. The alhpmsfect match of the shifted CDFs from the DE
and the CDFs for the capacity-based achievable rate shavdRtptor codes are an effective coding method
to turn the capacity-gains due to improved signal combirimig actual rate gains.

Figure 6 shows the average achievable g, = £{Rm.x} (solid lines), where averaging with respect
to channel fading is done by means of Monte Carlo integrat&ana function of the average SD channel
SNR Agp for the three combining schemes. The consistent advantalygCoover IC and EC is confirmed,
and the gains in terms of average SNR can be on the order of Jdpared to EC and 1 dB with respect
to IC. Also included in this figure are the rates predictednfr®E analysis (dashed lines) and simulated
rates using Raptor codes (dash-doted lines). For the,ldtieinput-word length is chosen as= 9500 bits.
Again, DE results follow closely the capacity-based ressuht fact, the rate ratio of 1.1 established in Figure 5
also applies to the curves in this figure. It can further bendemm Figure 6 that DE well predicts the rates
achieved with finite-length Raptor codes. A proper comparisf simulated and achievable rates reveals that
the Raptor codes require an “overhead factor” [14], [1B}-¢) = %:: consistently of about 1.15, which is
quite remarkable considering the length of the codes ant glibse to the 11% overhead predicted by DE
assuming asymptotically long codes. We note that this @aaths practically independent of the combining
scheme, which corroborates the usefulness of the proposedoMimproved performance in DDF relaying
and the ability of Raptor codes to make use of the availabléuatuinformation regardless of the type of
combining channel through which it is provided.

The markers in Figure 6 represeRf,.. Whenr,y from (19) is quantized using a size-2 codebook designed

based on 1000 sample values f@f, /yrp such that the mean-square error with respeet,o is minimized.
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As can be seen, the performance of MC is hardly affected bytmation, which demonstrates that MC can
be implemented with little extra feedback from the destoratn addition to the feedback signaling successful
decoding.

Next, we compare the average achievable fatg, for the different combining schemes as function of the
distance ratiar assuming path-loss exponents= 2 and x = 4, respectively, in Figure 7. The average SNR
¥sp = 0 dB is adjusted for the SD channel. Since the relay moves rclosthe source agr increases, the
percentage of collaboration increases for larger It can be seen that MC consistently achieves the highest
rate. The gain of MC over IC is a function of bofh andx, and significant for not-too-larg&z, where often
YrRD > sp (see (12)). It disappears fgr, — oo, because MC converges towards IChas) — ~sp. The gain
for pure IC over EC is monotonically increasing with the ldngf the collaboration phase. Note that the total
transmit energy is independent of the combining schemegsdine duration of the collaboration phase only
depends on the SR channel quality.

Figure 8 presents a 3-dimensional scatter plot aR(j).«x from (3) and (ii) the rate predicted by DE multiplied
by the factor 1.1, atisp = 0. The three axes correspond to the different combining seleih can be seen
from the 2-dimensional projection of the points onto the (MC)-plane that MC always achieves a higher or
the same rate as IC. Likewise, the projection onto the (IC)-j@&ne confirms the superiority of IC over EC.
Hence, MC is the scheme of choice not only on average, butvieryerealization of the relay channel. The
almost perfect overlap of capacity and scaled DE resultsodstrates the suitability of Raptor codes to adapt
to the instantaneous channel conditions in DDF relaying.

2) Two-relay Network: We now turn to the two-relay case, for which we assume paemssits (r, =
3/4, Cr, = 3, Or, = 57/6, O, = 7/2) and (r, = 4/3, (r, = 1/4, Or, = 57/6, Or, = 7/2). The
corresponding scenarios are illustrated in Figure 3 as [dgyoA and B, respectivel§. We assume the
asynchronous transmission protocol and path-loss expenend.

Evaluating (6) and (7) for 3000 channel realizations, Fég@rshows the average achievable r&g.
versus the average SNR of the SD lifif, for the three combining methods. Similar to the singleyrease in
Figure 6, we observe a clear advantage of MC over EC and ICditr $sample topologies. Topology A enables
an on average larger rate than Topology B, which is due tg llabeing relatively close to the destination

node in Topology B, for which the DF protocol is known to beffitéent. But both topologies benefit from

“Note that the convention that; Rlecodes before Rfor i < j has only been made in Section Il for ease of exposition. Rer t

scenario considered in Figure 9, relay Becodes before Rif vsr, > Ysg, -
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the asynchronous transmission protocol, as both relayteated in between source and destination node.
Figure 10 presents the CDFs for the achievable rates at HNR=0 dB. As for the single-relay case in
Figure 5, the results from DE are also shown, where the obdaiates are multiplied with the factor of 1.1
to make the overlap with the capacity-based rates explitie results confirm the consistent advantages of
MC over EC and IC and that Raptor codes are able to realize thaiss with an absolute performance close
to the pertinent capacity limit. The latter fact is furthenghasized in Figure 11, in which average achievable
rates R, from Figure 9 for Topology B are plotted together with rateedicted from DE and simulated
rates using: = 9500. We observe that the DE curves for Raptor codes follow theaci&pcurves, and that an
additional rate overhead of about 5% occurs due to usingflaitgth codes as well as approximations made
in the DE analysis. Similar to Figure 6, the markers in Figlterefer toR,,.x when the optimal vector
is quantized using a size-2 codebook for each elementgfobtained from mean-square error minimization
of r.p¢ for 1000 channel realizations. The excellent match withrelts for unquantized feedback af,.
indicates the robustness of MC to the effect of imperfect gromilocation between EC and IC for combining.
3) Optimized Degree Distributions: Finally, we consider DDF with Raptor codes employing an LTpot
symbol edge degree distributian,:(x) optimized according to (39) for given instantaneous nadeede
channel SNRs. The rationale for this per-channel optinurais the provable non-existence of universally
capacity-approaching Raptor codes for binary input AWGMratels [27], i.e., a Raptor code with a fixed
degree distribution cannot be optimal for all channel ezdions in the considered relay transmission. Figure 12
shows the scatter plot of the DE predicted rates for Raptdesavithw,,:(x) and Raptor codes with the
degree distribution from [14, Table I, 2nd column]. The #nelay channel ajsp = {—5,0,+5} dB (again
Gsr = 15 dB, Ggrp = 10 dB) and MC at the destination are considered. As expectedoptimized Raptor
code consistently improves the achievable rate. At the danmes the gains compared to using a fixed degree
distribution are fairly small. This in turn is not overly quising since possible gains are bounded by the
capacity limit, which we have found to be on the order of ond¥d More specifically, notable gains are only
seen for relatively high rates close to one, which is coastswith recent work on on-the-fly adaptation of
the degree distribution of rateless codes in [33]. In sumynfaom the results we conclude that Raptor codes
with a fixed degree distribution, in particular the degrestriiution presented in [14], are already well suited

to implement DDF and that their performance can only slighirther be improved by optimization.
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VI. CONCLUSION

In this paper, we have elaborated on the use of rateless ¢odegplement dynamic decode-and-forward

relaying for cooperative communications. We have propesetoptimized a new method for combining signals

sent from source and relay nodes at the destination, whiehhigbrid of energy and information combining

and has been named mixed combining. To analyze achievalderdi@s using different signal combining

methods and practical rateless codes, namely Raptor cagebave derived the constrained-capacity limits

and a density-evolution approximation, respectively. @ain findings are that mixed combining offers a

notable increase in achievable data rate compared to enadjinformation combining and that Raptor codes

with a fixed degree distribution enable us to approach thatss fairly closely, e.g. within about 15% for the

experiments shown in this paper.
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Rg

Fig. 1. Cooperative communications systems with source r&ddestination node D, andr relays. The node-to-node channels are

frequency flat fading AWGN channels with instantaneous aigo-noise power ratiosxy between nodes X and Y.
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Precode

Fig. 2. Decoding graph for Raptor codes over single-relagnael for EC (top), IC (center), and MC (bottom) methods.cles
represent variable nodes and squares represent paritik-obdes. In case of LT output variables, solid white circkgzresent variables
associated with samples received from the source in theniigg phase, white dashed circles represent variablesiag=b with the
energy combined samples received from source and relagk blecles represent variables associated with samplesvest from the
relay used for joint decoding (information combining). Tie@ graph also includes the information content variabkesdufor density

evolution.
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Fig. 3. Two exemplary topologies for four-node relay netvgorTopology A (top) and topology B (bottom).
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Fig. 9. Average achievable rai@,.. with Rma.. from (6) and (7) versus the average SD SN&. Network with two-relays and

Topologies A and B from Figure 3.
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using a Raptor code with = 9500 information symbols versus the average SD SiR. Markers represent,,.. whenrop, from

(19) is quantized. Network with two-relays and Topology Bnfr Figure 3.
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Fig. 12. Scatter plot of the DE predicted rate for Raptor sodéh optimized degree distribution.p:(xz) and degree distribution
w(x) from [14, Table I, 2nd column]. Single-relay casgp = —5 dB (top), 7sp = 0 dB (middle), andysp = 5 dB (bottom),
Gsr = 15 dB, Grp = 10 dB, and mixed combining method.
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