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Abstract—Non-terrestrial networks (NTNs) complement their
terrestrial counterparts in enabling ubiquitous connectivity glob-
ally by serving unserved and/or underserved areas of the world.
Supporting enhanced mobile broadband (eMBB) data over NTNs
has been extensively studied in the past. However, focus on
massive machine type communication (mMTC) over NTNs is
currently growing. Evidence for this are the work items included
into the 3rd generation partnership project (3GPP) agenda for
commissioning standards for Internet-of-Things (IoT) communi-
cations over NTNs. Supporting mMTC in non-terrestrial cellular
IoT (C-IoT) networks requires jointly addressing the unique
challenges introduced in NTNs and C-IoT communications. In
this paper, we tackle one such issue caused due to the extended
round-trip time and increased path loss in NTNs resulting in
a degraded network throughput. We propose smarter transport
blocks scheduling methods that can increase the efficiency of
resource utilization. We conduct end-to-end link-level simulations
of C-IoT traffic over NTNs. Our numerical results of through-
put show the improvement in performance achieved using our
proposed solutions against legacy scheduling methods.

Index Terms—Non-terrestrial networks (NTN), HARQ
scheduling, New Radio (NR), Machine type communication
(MTC), Narrowband Internet-of-Things (NB-IoT)

1. BACKGROUND

On-terrestrial networks (NTNs), including those enabled
by satellites in the low earth orbit (LEO), medium
earth orbit (MEO), and geostationary earth orbit (GEO), as
well as high-altitude platform stations (HAPS) and other
unmanned/uncrewed aerial vehicles (UAVs), complement their
conventional terrestrial counterparts in enhancing cellular cov-
erage by serving unserved and/or underserved areas [2], [3].
NTNs are critical in remote areas with low/no cellular connec-
tivity. They are applicable across many different industries,
such as transportation (maritime, road, rail, and air) and
logistics, farming, mining, utilities, and environment moni-
toring [4]-[6]. As a result, fifth generation (5G) and beyond
5G cellular networks are increasingly focusing on supporting
NTNs for both enhanced mobile broadband (eMBB) and low
power wide area network applications [7]-[9].
Support for C-IoT and massive machine type communi-
cation (mMTC) systems in NTNs is critical across several
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domains. NTN serves C-IoT scenarios in both wide- and local-
area loT services. The former includes gathering data on a
macro-level from sensors deployed across broad geographical
areas. Automotive support (e.g., enabling over-the-air auto
upgrades, vehicle platooning, traffic flow optimization), large-
scale infrastructure monitoring in energy distribution systems,
and managing livestock and farming in the agriculture industry
form the core of wide-area IoT application scenarios [10].
On the other hand, sensors and actuators serving a more
confined area, such as on board a maritime vessel or a
neighborhood advanced metering infrastructure in a smart grid
sub-system, make up local-area IoT networks [10]. As with
eMBB applications, NTN allows for expanding IoT networks,
both wide- and local-area services, in a ubiquitous manner
and guaranteeing continuity of service across geographical
areas [11].

In this paper, we propose methods for enhancing resource
scheduling tailored for such C-IoT and mMTC systems to op-
erate in NTNs, which are collectively referred to as IoT-NTN.
In particular, we focus on the impact of the extended round trip
time (RTT) of bidirectional signals caused due to the increased
propagation distance in NTNs on the network throughput.
We draw inspiration from semi-static and codebook-based
scheduling methods for bandwidth-limited low-complexity and
coverage enhanced user equipmemts (UEs) in the long term
evolution (LTE) standard [12, Cl. 7.3]. Such a method is
designed for terrestrial networks to accommodate varying
low-complexity UE capabilities, control and shared channel
processing delays, and network scheduling constraints. We
further build on such a method to design a dynamic data
and control channel delay-based scheduling in both the up-
link and the downlink to additionally account for varying
RTTs experienced in NTN scenarios. Our design is therefore
compatible with existing scheduling techniques and suitable
for NTN environments. We show in this paper that adapting
scheduling delays to changing propagation times caused due
to satellite movements can enhance the effective uplink and
downlink throughput in an [oT-NTN.

Typically, the achievable throughput may not be the primary
target performance indicator for C-IoT and mMTC systems.
One of the reasons for this is the greater resource consumption
(e.g., extended bandwidth requirement) and higher transmit
power associated with achieving increased throughput. How-
ever, we show in this work that the network throughput
can be improved without demanding additional resources or
increasing transmit power, but instead by efficiently scheduling
the hybrid automatic repeat request (HARQ) processes. As
a result, IoT-NTNs can support a larger number of IoT



devices, which is critical in NTNs due to the significantly
larger cell size compared to conventional terrestrial networks.
Toward this end, we exploit the lengthy RTT in NTN links to
overlap bidirectional signals in the air. We further utilize the
frequency-division full-duplex nature of base stations (BSs) to
allow simultaneous transmission and reception at the satellites
and BSs.

A. Related Work

TIoT-NTN studies have thus far, rightly, focused predom-
inantly on initial access aspects, such as analysis of link
budget [13], [14], challenges of Doppler effects and solutions
to counter them [14]-[16], and issues related to random
access [14], [17]-[19]. While system-level scheduling en-
hancements have been considered in the past [20], [21], link-
level adaptations, which we focus on in this work, are largely
missing in the literature.

In the broader context of NTN, solutions that have previ-
ously been proposed to counter the impact of large propagation
delay can be roughly classified into three categories:

A) targeting a low initial block error rate (iBLER),

B) disabling the use of HARQ feedback at the medium
access control (MAC) layer, and

C) increasing the number of HARQ processes.

1) Low Target iBLER: The issue of stop-and-wait gaps
produced due to the lengthy RTT is recognized in [22], [23]
for GEO systems. These works acknowledge that packet errors
and the resulting re-transmissions can significantly increase
transmission gaps especially for high altitude GEO links and
thereby reduce the throughput. While [22] only discusses the
open issue of stop-and-wait gaps, [23] proposes a solution to
counter this by simply improving robustness, i.e., targeting
a low iBLER to avoid re-transmissions. Although using low
iBLERSs can help in reducing re-transmissions, previous sim-
ulation studies have shown that a high target iBLER instead
is optimal to reduce the overall UE power consumption. This
is because a larger target iBLER demands fewer repetitions
and can accommodate a higher coding rate [24]. The study
in [24] however only considers terrestrial networks operating
with negligible propagation delay. When a large iBLER is
used in NTNs, it does result in increased stop-and-wait gaps.
Therefore, our solution, aimed precisely at reducing these stop-
and-wait gaps with smart scheduling, presents a method to
use a high iBLER for battery life optimization for IoT-NTN
devices, while at the same time also increasing UE battery
life by enabling a higher target iBLER. Nevertheless, note
that our proposed solution is also compatible with designs that
use a sub-optimal low iBLER transmission, but with reduced
throughput gains.

2) Disabled HARQ: Although link-level scheduling re-
search in IoT-NTN is still in its infancy, the issue has been
studied extensively for supporting eMBB applications in NR-
NTN. An overview of these methods is reported in [7]. We
evaluate if the methods suggested for NR-NTN can be adapted
also for IoT-NTN. One solution to solve the issue of stop-
and-wait gaps in HARQ transmissions is to disable the use of
HARQ feedback [7, Sec. 6], [25]. In this case, re-transmissions

can be handled at the radio link control (RLC) layer. However,
several problems exist with this technique. First, the benefits
of HARQ combining (e.g., Chase combining or incremental
redundancy) at the physical (PHY) or MAC layer are absent,
and thus, more re-transmissions may be needed, which then
results in poor overall spectral efficiency. Furthermore, relying
on RLC layer for re-transmission introduces additional user-
plane latency and increased jitter when errors occur due to the
high re-transmission timeout. This is because, without HARQ
feedback, the network relies on the RLC feedback. In this case,
the status report, which contains the acknowledgment (ACK)
or negative ACK (NACK) feedback, can be severely delayed.
For example, when there is no uplink data to transmit, the
UE must send a scheduling request for scheduling uplink data
just to send the status report [26]. This can take longer than
three times the RTT, depending on the resource configuration.
Furthermore, when there are burst errors, the status report can
only be sent after a valid packet is received, which also causes
increased latency. Additionally, if the last physical data unit
is in error, the status report is not sent until the transmitter
requests it. A possible solution to counter the delayed status
reporting is to let the transmitter request an RLC status
report often via the poll bit [27]. While this reduces signaling
latency, it introduces a large signaling overhead, which may be
tolerable for eMBB applications but is significant for [OCT-NTN
scenarios.

3) Increasing the Number of HARQ Processes: An al-
ternative solution to reduce or eliminate the stop-and-wait
gaps is to increase the number of HARQ processes, NiarQ-
Increasing Nuarq is associated with two major issues. First,
it requires a larger soft buffer size at the receiver. This
introduces cost and complexity overheads, and is not suitable
for low-cost IoT-NTN devices. Second, implementing a higher
number of HARQ processes for half-duplex (HD) frequency
division duplexed (FDD) IoT-NTN UEs using state-of-the-
art scheduling methods requires the use of multiple transport
block grant (MTBG) and ACK bundling. MTBG and ACK
bundling increases the system complexity and may not be
implemented in all networks, especially those catering to
low-cost IoT devices. Furthermore, ACK bundling is only
efficient when the iBLER is small. But as discussed earlier
in Section I-Al, a lower iBLER results in poorer spectral
efficiency, lower speed, and higher UE power consumption.
Therefore, increasing the Nyarq with the existing scheduling
methods to fill the stop-and-wait gaps is not ideal for [oT-NTN
systems. Nevertheless, we show in the following sections that
our proposed technique for scheduling IoT NTN TBs not only
improves spectral efficiency without necessarily requiring an
increase in Nyarq, but also allows the usage of an arbitrary
number of parallel HARQ processes. This thereby also allows
for increasing Nyarg in the uplink without incurring the two
issues described above.

With this backdrop, we propose our flexible HARQ schedul-
ing solutions in the following sections, that do not require
disabling HARQ processes or demand any mandatory increase
in NHARQ~



TABLE I
LIST OF IMPORTANT NOTATIONS USED IN THE PAPER

Notation Meaning [ Notation Meaning

TISUF SF utilization factor NDD2A Delay between the downlink data and the associated ACK in units of SFs
Nata Number of downlink or uplink data SFs nUG2D Delay between the uplink grant and the associated uplink data in units of SFs
Nrep Number of repetitions of TB Nbpcop Delay between the downlink grant and the associated downlink data in units of SFs
Nyuc Lengths of HARQ cycle in units of SFs Npp2A, min~ Minimum mandatory DD2A in units of SFs

R Throughput NyUG2D, min  Minimum mandatory UG2D in units of SFs

nTB Transport block size in bits Npundle Number of ACKs bundled within one transmission time interval

tTB Transport block duration in seconds o7 Signal-to-noise ratio

NuaRrQ Number of HARQ processes BrL Free space path loss

TRTT RTT in seconds 1 Signal bandwidth

Nrep, data Number of data block repetitions Pgirp Effective isotropically radiated power of UE

Nrep,ppscH ~ Number of PDSCH repetitions G/T Satellite antenna-gain-to-noise-temperature

Nep,ppccH ~ Number of PDCCH repetitions k Boltzmann constant

Ngep,puccH ~ Number of PUCCH repetitions f Carrier frequency

Ngep,puscH ~ Number of PUSCH repetitions Batm Atmospheric loss

Nswitch Switching delay in units of SFs Bshadow Shadow fading margin

NTBPHC Number of TBs scheduled in one HARQ cycle | Bscint Scintillation loss

Naorg ACK processing delay in units of SFs polar Polarization loss

B. Contributions

The major contributions and highlights of our paper can be

listed as follows:

o We propose HARQ scheduling designs for IoT-NTN
systems to increase the uplink and downlink resource
utilization efficiency and throughput. To achieve this,
we develop flexible downlink data-to-acknowledgment
(DD2A) delays and uplink grant-to-data (UG2D) delays
for more efficient NTN signaling. We ensure that our
solution works for different satellite orbit architectures,
and also with the usage of a varied number of HARQ
processes.

« We propose methods to signal and calculate DD2A and
UG2D delays for dynamic transmission adaptation con-
ditions. We address both scenarios where the number
of transport block repetitions are the same and different
within a given scheduling interval to render to our solu-
tion future-proof.

o We provide a simulation based evaluation for determining
the transport block size (TBS) and forward error cor-
rection strategy for improving spectral efficiency under
varying [oT-NTN link conditions. Using these settings,
we also present the evaluation results of our proposed
solutions in terms of the achieved throughput gains.

C. Outline

The rest of the paper is organized as follows. In Section II,
we introduce the system model. We propose our solutions in
Section III, which we evaluate and present their performance
results in Section IV. We conclude the paper in Section V. We
also include a list of important notations and their meanings
in Table I and a list of acronyms in Table II.

II. SYSTEM MODEL

We show the overall system model of a typical IoT-NTN
in Fig. 1. In this work, we consider the satellite to be in a
LEO revolving around the earth in a circular orbit. But our
study is directly applicable to higher satellite altitudes of MEO
and GEO satellites and also for lower altitudes of HAPS and
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Fig. 1. An illustration of an IoT-NTN system with terrestrial UEs being
served by a non-terrestrial satellite.

UAVs. Our study is agnostic to the data processing/forwarding
architecture, and thus supports both transparent or bent-pipe
payloads and regenerative ones [7], [28]. Our proposed solu-
tions are also applicable to both earth-moving and earth-fixed
NTN cell-types [29].

An illustration of our considered system architecture is
shown in Fig. 1. The beam footprint of each beam determines
the RTT range of the satellite link [7]. We present the RTTs
of IoT-NTN links for different LEO altitudes for both types
of payload architectures in Table III. The minimum and
the maximum RTTs correspond to the maximum (90°) and
minimum (10°) beam elevation angles, respectively.

We borrow the uplink and downlink communication mech-
anism between the UE and BS for IoT-NTN directly from
the LTE-MTC (LTE-M) and narrowband IoT (NB-IoT) spec-
ifications [12], [26]. Our reasoning behind this is two-fold.
First, LTE-M and NB-IoT are the industry chosen standards
for enabling low-power wide area networks. Several works
have been presented in the past to demonstrate the benefits
of using these 3GPP standards, e.g., [30], [31]. The use of
LTE-M and NB-IoT provides the advantage of reusing existing
infrastructure and operating on licensed bands. These help
in providing low-cost, stable, reliable, and predictable perfor-



TABLE I
LIST OF ACRONYMS USED IN THE PAPER
Acronym Expansion
3GPP 3rd Generation Partnership Project
5G Fifth Generation
ACK Acknowledgment
BS Base Station
C-IoT Cellular Internet-of-Things
DD2A Downlink Data-to-Acknowledgment
DG2D Downlink Grant-to-Data
eMBB Enhanced Mobile Broadband
FDD Frequency Division Duplex
GEO Geostationary Earth Orbit
GNSS Global Navigation Satellite System
HAPS High Altitude Platform Station
HARQ Hybrid Automatic Repeat reQuest
HD Half Duplex
iBLER Initial Block Error Rate
IoT Internet-of-Things
LEO Low-Earth Orbit
LTE Long Term Evolution
LTE-M Long Term Evolution Machine-type Communication
MAC Medium Access Control
MEO Medium-Earth Orbit
mMTC Massive Machine Type Communication
MOPS Million Operations per Second
M-PDCCH | Machine Type Communication PDCCH
MTBG Multi Transport Block Grant
MTC Machine Type Communication
NACK Negative Acknowledgment
NB-IoT Narrowband Internet-of-Things
NLOS Non Line-of-Sight
N-PDCCH | NB-IoT PDCCH

NR New Radio

NTN Non-Terrestrial Network
PDCCH Physical Downlink Control Channel
PDSCH Physical Downlink Shared Channel
PHY Physical Layer
PRB Physical Resource Block
PUCCH Physical Uplink Control Channel
PUSCH Physical Uplink Shared Channel
RLC Radio Link Control
RTT Round Trip Time
RX Receive
SF Sub-frame
SNR Signal-to-Noise Ratio
STBG Single Transport Block Grant
SUF Sub-frame Utilization Factor

TB Transport Block

TBS Transport Block Size
TDL Tapped Delay Line
X Transmit
UAV Uncrewed Aerial Vehicle
UE User Equipment
UG2D Uplink Grant-to-Data

TABLE III
RTTSs FOR LEO NTNs

Satellite Altitude | Payload Type [ Min. RTT (ms) | Max. RTT (ms)

600 km Regenerative 4 13
600 km Transparent 8 26
1200 km Regenerative 8 21
1200 km Transparent 16 42

mance across application scenarios. Second, similar to using
the new radio (NR) standard as the starting point for eMBB
over NTN [7, Sec. 6], IoT-NTN standardization activities in
3GPP have agreed to build on the existing LTE-M and NB-
IoT standards to expand them into the NTN realm [32]. By
showing the effectiveness of our proposed solution for LTE-M
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Fig. 2. Timing diagrams for LTE-M operation in (a) the downlink and (b) the
uplink. M-PDCCH: machine-type communication physical downlink control
channel; PDSCH: physical downlink shared channel; PUCCH: physical uplink
control channel; PUSCH: physical uplink shared channel. In (a), G1 and G2
are the downlink grants scheduling the downlink data D1 and D2, respectively,
and Al and A2 are acknowledgment subframes of D1 and D2, respectively.
In (b), G1, G2, G3 are the uplink grants scheduling the uplink data Ul, U2,
and U3, respectively. S represents a switching subframe in both sub-figures.

and NB-IoT, we aim to demonstrate that integrating our cost-
efficient method into legacy systems is practically feasible.

According to both the LTE-M and NB-IoT standards, uplink
and downlink data bits are grouped into transport blocks
(TBs) of varying sizes for transmission [12]. The TBS is
dependent on the adaptive modulation and coding scheme
chosen based on the operating conditions and target block
error rate (BLER). The transmission time interval transmission
time interval, which is the time spanned by one unit of
transmission corresponds to one sub-frame (SF) of 1 ms
duration, during which one or more TBs are transmitted. A
timing diagram of the downlink and uplink transmissions for
LTE-M are shown in Figs. 2(a) and (b), respectively. Figs. 2(a)
and (b) demonstrate the HARQ-based downlink and uplink
communication [33, Ch. 10], which is used in both LTE-M
and NB-IoT. The need for using a HARQ-based design in
cellular low-power wide area network technologies, such as
LTE-M and NB-IoT, has been extensively shown in the past,
e.g., [34].

Fig. 2(a) illustrates signal flow in the donwlink direction,
where a downlink data TB is carried on the physical downlink
shared channel (PDSCH). This is preceded by a corresponding
single TB grant (STBG) sent on the MTC physical downlink
control channel (M-PDCCH). For the case of NB-IoT, the
grants are sent on the NB-IoT PDCCH (N-PDCCH). Hence-
forth, we drop the prefix for brevity and refer to it only as
PDCCH. In the example of Fig. 2(a), the BS schedules two
downlink TBs via two grants. However, a single grant may
also configure multiple TBs, and such grants are referred to
as multiple TB grants (MTBGs). For every data TB received,
the UE responds with an acknowledgment (ACK) TB, which
is typically carried via the physical uplink control channel
(PUCCH) as shown in Fig. 2(a). The ACK TB can either
acknowledge one or more TBs using unbundled or bundled
ACKs, respectively. Uplink transmissions are analogous to the
downlink, where uplink data TBs are configured by uplink
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Fig. 3. Timing diagram for downlink operation in NTN. BS: base station; UE: user equipment; M-PDCCH: machine-type communication physical downlink
control channel; PDSCH: physical downlink shared channel; PUCCH: physical uplink control channel. G1 is the downlink grant scheduling the downlink data
D1. D1 is repeated four times and therefore spans four subframes. Al is the acknowledgment subframe of D1. S represents a switching subframe. Subframes
shaded grey represent occasions where the UE is neither transmitting nor receiving, and therefore contributing to a reduction of the throughput.

grants in an MTBG or STBG fashion, where the latter is shown
in Fig. 2(b). The data TBs are transmitted on the physical
uplink shared channel (PUSCH) by the UE. For this work,
we consider low-cost IoT UEs that operate in an HD-FDD
manner, which is the industry preferred design for cost and
complexity reduction [35]-[37]. As a result, the UE uses one
or more SFs to switch between transmission and reception
modes.

The timing diagrams shown in Fig. 2 are nearly identical
at both the BS and UE for terrestrial networks due to the
negligible signal propagation delay. However, in NTNs, the
timing shown in Fig. 2 is valid at the UE, while the downlink
transmissions are sent in advance from the BS by half the RTT.
Similarly, the uplink packets reach the BS also after half the
RTT. We show an example of this in the timing diagram of
Fig. 3. A grant transmitted on SF#0 by the BS is received by
the UE on SF#8 due to the lengthy propagation delay of 8 ms,
which is typical of LEO satellite setups. Similar delays in the
reception of both downlink and uplink TBs on all control and
shared channels can be seen in Fig. 3. We also notice that
the overhead caused by the processing delays and the time of
flight between the UE and BS results in several idle SFs at the
UE-end, which significantly reduce the achievable throughput.

To quantify the throughput obtainable, we define the con-
cepts of HARQ cycle and SF utilization factor (SUF). We
define one HARQ cycle as the total duration of time during
which the UE receives on the PDCCH and/or PDSCH and
the duration of time it transmits on PUCCH or PUSCH. A
HARQ cycle also includes the switching SF(s). For example,
Fig. 2(a) and Fig. 2(b) show one HARQ cycle for downlink
and uplink, respectively, where the lengths of a HARQ cycle,
Nyc, in units of SFs are Nyc = 11 and Nyc = 8, respectively.

Next, we define the SUF, nsur, as

NSUF = — (D

where Ny, is the total number of SFs occupied by uplink or
downlink data TBs and ny, is the number of repetitions used
for each TB, i.e., the number of times each TB is repeated
including its first transmission. Note that the TB repetitions
introduce redundancy to improve the error rates, and are not
the same as HARQ re-transmissions. The value of ng, is
chosen based on the adaptive modulation and coding scheme
used by the UE. HARQ re-transmissions, on the other hand,
are repeated transmissions of one or more repetitions of a TB
when the TB is not successfully acknowledged. A detailed

explanation of the HARQ operation can be found extensively
in the literature, e.g., [33, Ch. 10].

Eq. (1) shows that SUF indicates the proportion of time
spent on transmitting the payload as opposed to transmission
overheads. We therefore compute the useful throughput, R, as

R = nsue-2, @)
i1

where ntpg and ¢tg are the TBS in bits and time spanned by one
TB, respectively. Therefore, for a given TBS corresponding
to the adaptive modulation and coding scheme chosen, we
can maximize the throughput by maximizing the SUF, i.e., by
reducing the transmission overheads. Since higher values of
RTT can increase Npyc, it can be seen from (1) that it thus
deteriorates SUF and the useful throughput.

III. PROPOSED SOLUTIONS

As discussed in Section II, the long RTT in NTN causes
lengthy stop-and-wait gaps. The value of Nyarq required to
fill up the the stop-and-wait gaps in its entirety is

NHARQ > et 3)

where Trrr is the RTT in seconds. With one TB spanning 1 SF,
we can observe from Table III that Nyarg must be increased
to up to 42 under typical operating conditions to satisfy (3).
The current LTE-M and NB-IoT specifications only allow a
maximum of 8 and 2 HARQs, respectively [12], [26]. This
increase in Nyarq is impractical for low cost mMTC and C-
IoT UEs, where a high Nyarq introduces increased complexity
due to the required size of the soft-buffer. Furthermore, it also
demands corresponding increments in the size of the downlink
control information bits.

For the case of IoT-NTN, which uses few physical resource
blocks (PRBs) and operates under high path loss environments,
multiple repetitions of the TB are often required to achieve
reliable communication. Therefore, the required Nparg is [1]

“4)

TRTT
Nuarg >

7’
nrep,datatTB
where Nep dara 1S the number of data block repetitions, i.e.,
Nrep,data = Trep,PDSCH OI Tlrep data = 7Tlrep,PUSCH> for indicating
repetitions on the PDSCH or the PUSCH, respectively. In
Section IV, we present the results from a comprehensive link-
level simulation evaluation to show that IoT-NTN does not
require any further increase in Nyarq for MTC applications,
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Fig. 4. An illustration of the scheduling conflict with TB overlap using the current-day method. BS: base station; UE: user equipment; PDCCH: physical
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receiving, and therefore contributing to a reduction of the throughput. The area of overlap represents the subframes where the HD-FDD UE is erroneously
expected to transmit on PUCCH and simultaneously receive on PDCCH and PDSCH, which renders this scheduling scenario inoperable.

and up to Nyarq = 4 for NB-IoT applications to achieve
reliable communications while also filling the stop-and-wait
gaps introduced due to the increased RTT.

A. The Problem with Existing Transport Block Scheduling
Algorithms

The issue with the current HARQ implementation is that
the delay between the downlink data and the corresponding
ACK, nppsa, and similarly in the uplink, the delay between
the uplink grant and uplink data, nygp, are fixed. Therefore,

TACK,j = @DLdata,j + NDD2A + 1, for downlink 5)

1ULdata,j = %UG,j + Mugep + 1, for uplink, (6)

where ack,j, DLdata,j» “ULdata,j> and 4yg,; are the positions in
SFs of the ACK for the jth TB, the last SF of the jth downlink
TB, the first SF of the jth uplink TB, and the last SF of the
jth UG, respectively. When n., > 7pp2a, tack,; overlaps
With ippLdaa,r for £ > j or the switching SF. Similarly, when
Nrep > NUG2D> iDLdata,k for k > j overlaps with Z.ULdata,j- We
show an example of this issue in the downlink in Fig. 4, with
Nrep = 4 and npppa = 3. We notice that 7ack 1 on the PUCCH
overlaps with 4ppdaw,2 on the PDSCH, which is inoperable for
HD-FDD UEs. While Fig. 4 shows the downlink operation,
similar overlap also occurs on the uplink between PDCCH and
PUSCH due to conflict between the uplink data transmission
and downlink grant reception SFs.

Thus, the current HARQ configuration can only support one
TB per HARQ cycle when n, > npp2a, nucep. We can re-
write (1) under such an operation as

NSUF,DL = (Trep,PDCCH + Trep,PDSCH + Tirep,PUCCH
—1
+ Npgap + nop2a + Nswiteh) (N

and

TISUF,UL :(nrep,PDCCH ~+ Nyep,PUSCH
—1
+ nucap + Newiceh) 3

for downlink and uplink, respectively, where 1, ppcca and
Nrep,puccH Tepresent the number of repetitions of grant on
PDCCH and ACK on PUCCH, respectively, Npg2p, bDp24,
and nygp and the processing delays between downlink grant

and downlink data, downlink data and ACK, and uplink grant
and uplink data, respectively, and Ngyicn is the switching
delay, all in units of SFs.

We show in Section IV that nwppuscH > Tpp2a, MUGD
always holds true, especially with the delay values specified
in the legacy LTE-M protocol. Therefore, irrespective of the
Nuarg that can be used, only one TB can be scheduled per
HARQ cycle. We refer back to the example of NTN downlink
HARQ transmissions with fixed DD2A and a time of flight of
8 SF units in Fig. 3. In this example, we use a fixed DD2A
of 3 SFs, 4 SFs of data repetitions, and 1 HARQ process.
We notice that the processing delays and the time of flight
between the UE and BS result in several idle SFs in the UE
due to the single TB in one HARQ cycle.

B. The Proposed Solution

When multiple TBs are scheduled on one HARQ cycle, the
burden of additional delays can be spread over those multiple
TBs. This reduces the overall overheads per TB and improves
the SUF. It is even more beneficial in the context of NTN,
since the over-the-air travel time can be exploited to overlap
the bidirectional uplink and downlink signals in air. To this
end, we propose using flexible values of nppya and nygep to
accommodate multiple TBs per HARQ cycle.

1) Throughput and TB per HARQ Cycle Computation:
Our proposal of using TB-specific DD2A and UG2D delays',
i.e., npp2a,; and nycop,;, eliminates the overlap between the
data TBs and/or the switching SFs. Thereby, we ensure that
an arbitrary number of TBs can be scheduled within one
HARQ cycle. The SUF in this case can be expressed as
in (9) and (10), respectively, where Npgpuyc is the number
of TBs scheduled in one HARQ cycle and npppa, min and
NUG2D, min are the minimum mandatory DD2A and UG2D
delays that must be used to ensure that sufficient processing
time is available at the UE to process downlink data and uplink
grants, respectively. We then use 7syr,pr. and 7syp,ur. from

'DD2A delay can also be considered as a PDSCH to PUCCH delay, and
UG2D delay can also be considered as a PDCCH to PUSCH delay.
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T)SUF,DL = )
Tep,pDCCH + NDG2D + NTBPHCTrep, PDSCH + Tlrep,pUCCH + MaX(NDD24, mins (NTBPHC — 1)7rep,pucch) + 2 Nowitch
. B Nr1BpHC (10)
SUF,UL =
Trep,PDCCH + MaX(NUG2D, min, (NTBPHC — 1)Mep,ppCCH) + NTBPHCPrep,PDSCH + 2Nswitch
TrRTT + Na2g
NHuarRQ = ’VNTBPHC (1 + (13)
18 (Nrep,ppCCH + NpG2D + N1BPHC (Trep,PDSCH + Trep,pucch) + 2Nswitch)
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Fig. 5. Timing diagram for downlink operation with MTBG at the UE-end.
UE: user equipment; RX: reception; TX: transmission; MTBG is the multiple
transport block grant scheduling the downlink data D1, D2, D3, and D4,
respectively. D1, D2, D3, and D4 are each repeated three times and therefore
span three subframes each. Al, A2, A3, and A4 are the acknowledgment
subframes of DI, D2, D3, and D4, respectively. Al, A2, A3, and A4 are
each repeated two times and hence span two subframes each. S represents a
switching subframe.

(9) and (10), respectively, to derive the downlink and uplink
throughput as

nTB

RpL = nsur,pL—, (11)
tt
n

RuL = nSUF,UL£7 (12)
tt

respectively.

While any Npgpuc > 1 can be chosen to obtain higher
1sur,pL and Nsur,ur (and consequently, greater Rpp, and Ryp),
the limit on the maximum Ntgpyc that can be scheduled is
set by the maximum Nparq supported by the standard. The
relation between Ntgphc and Nyarg is dependent on the RTT
of the network and can be expressed as in (13), where Nasg
is the ACK processing delay at the BS before scheduling the
HARQ process whose TB is acknowledged.

2) Management of the Variable Delays: Next, we present
the methods to compute, choose, and signal the variable delays
from the BS to the UE. Toward this end, we consider three
different scenarios of HARQ scheduling. The use of MTBG
and ACK bundling may not be considered together due to their
complexity, and has also already been investigated for delay
flexibility in terrestrial networks [38] (and can therefore be
extended to NTNs if needed). Therefore, we consider the three
other cases of grouping grants and ACKs, namely, MTBG
without ACK bundling, STBG without ACK bundling, and
STBG with ACK bundling.

No ACK Bundling: An example of MTBG without ACK
bundling for downlink transmission is shown in Fig. 5. The
MTBG on SFs#1 —2 schedules all the following four downlink
TBs in SFs#3 — 14. When STBG is used instead, the grants
are split to schedule each TB individually. The variable DD2A
of the jth TB is the sum of the time left for the remaining

[GHoLGrant [BH|oLData [BH|DLACK  [[S |switch SF

e -_W

Switch S S
Al-4

UETX

Subframe# 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Fig. 6. Timing diagram for downlink operation with ACK bundling at the
UE-end. UE: user equipment; RX: reception; TX: transmission; MTBG is
the multiple transport block grant scheduling the downlink data D1, D2,
D3, and D4, respectively. D1, D2, D3, and D4 are each repeated three
times and therefore span three subframes each. Al-4 represents the bundled
acknowledgment carrying the acknowledgment for D1, D2, D3, and D4. A1-4
is repeated two times and hence spans two subframes. S represents a switching
subframe.

TBs scheduled in the MTBG, the ACKs corresponding to all
TBs from 1,2, ...5 — 1, and the switching SFs. Therefore,

nom2a,; = (NtepHC — J)Tep,ppscH + (J — 1) Trep, puccr + Newitch-
(14
All the parameters used in (14) are already available to the
UE to compute NDD2A, j since NTppHC, Tirep,PDSCH> and j are
extracted from the MTBG and 7., pucch is a radio resource
control (RRC) configured parameter. Therefore, the UE re-
quires no additional signaling from the BS to compute npp2a, ;.
However, with the use of STBG, 7y, ppscu is conveyed by
legacy grants, while the identifier j is to be signaled by the
BS when scheduling the jth TB. Similarly, Ntgpyc can also
be explicitly signaled to the UE if the BS chooses to configure
an Ntgpuc corresponding to an Nyarq that is lower than the
supported maximum value. The same principle can also be
applied in the uplink to obtain the variable UG2D delay as

nuGap,j = (NTBPHC — J ) Mrep,ppCCH + (J — 1) Mrep puscr + Nowitch-

15)
Similar to the case of downlink, all parameters required to
compute (15) is acquired by the UE as in the case of downlink
transmission.

With ACK Bundling: The condition of ACK bundling is
only applicable in the downlink since there is no notion of
acknowledgment in the uplink. We show an example timing
diagram in Fig. 6, where the acknowledgment for four TBs
are bundled together into two transmission time intervals. The
bundled ACKs1-4 together carry the HARQ-ACK information,
either via PUCCH or PUSCH, for all the preceding four
TBs D1-D4. The number of transmission time intervals to
bundle the plurality of ACKs may be up to the network



implementation. When the ACKs are bundled into a single
SF, (14) can be modified as

. J
NpD2A,; = (NTBPHC —J )nrep,PDSCH+ { Nyrep, PUCCH

Tlbundle

+ Nswitch» (16)

where npungie 18 the number of ACKs that are bundled within
one transmission time interval. npyhqie can be learned by the
UE during RRC configuration and hence requires no signaling
overhead.

The above analyses assume that the number of repetitions
used by all TBs within a HARQ cycle is the same, as is
the case in current LTE-M and NB-IoT operations. However,
the BS may choose to use different modulation and coding
schemes for each TB based on the type of data being trans-
mitted. While this method is currently not supported in LTE-M
or NB-IoT specifications, we address this condition to make
our solution future-proof when such an adaptive transmission
technique may be implemented in the future. In this case,
Nrep,pDscH and 7iep puscH Of each of the remaining or previous
TBs are required to compute the DD2A and UG2D delays,
respectively. Therefore, (14), (15), and (16) can be modified
as

Nrepuc
NpD24A,j = g Tep,PDSCH,k + (J — 1)7ep,pucc + Nowitch,
k=)
)
j—1
nucap,; =(NtePHC — J)Trep,PDCCH + E TNrep,PUSCH, k
k=1
+ Nswitcha (18)
N )
B TBPHC ] _ 1
NDD2A,j = Nrep, PDSCH,k + | =™ | Mrep,PUCCH
pa Tlbundle
+ Nswitch7 (19)

respectively, where 7, ppsch, k. and nrep pusch, are the num-
ber of repeats on the PDSCH and PUSCH for the kth TB,
respectively.

IV. RESULTS

In this section, we present numerical results of the increase
in throughput achieved with the use of our proposed solutions.
The primary reason for the throughput gains obtained by our
method can be attributed to the higher number of TBs that
can be supported in one HARQ cycle by our variable delay
design. However, we recognize that increasing the number of
TBs in one HARQ cycle and the consequent possible use
of an increased Nyarq (for the case of NB-IoT, but not for
LTE-M) specifically to fill the entire RTT results in a higher
complexity at the receiver due to a larger size of the soft-
buffer. This condition is typically not preferable when the
receiver is the UE (i.e., for downlink communications). On
the other hand, a higher receiver complexity introduced by the
increased buffer size is negligible in the uplink where the BS
receives the TBs. Hence, considering practical implementation
scenarios, we focus on the uplink to evaluate the throughput
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Fig. 7. BLER vs SNR for different repetitions (np) of PUSCH with TBS
of 144 bits in NTN TDL-A channel.

gains achievable using our proposed methods. Note that an
increase in Nyarqg is not mandatory for the operation of our
proposed methods, and performance improvements using our
solution can be achieved regardless of the increase.

From (9)—(19), we notice that the throughput achievable
with the use of our method relies on the number of data
TB repetitions. To this end, we first begin our evaluation
campaign with a link-level simulation of a point-to-point IoT-
NTN uplink path to determine a suitable value of Ny, puscu
required to achieve a target BLER.

A. Simulation Settings

We conduct our simulations in a MATLAB environment
using the standard-compliant 5G toolbox to support our link-
level simulation. We derive a majority of our simulation
settings from the relevant 3GPP technical reports and technical
documents related to NTN [7], [10], [39]. As suggested by
3GPP, we consider the NTN UEs to be enabled with a global
navigation satellite system (GNSS) ability such that it can
perform pre- and post-compensation of the frequency off-
set [40]. Therefore, we apply a maximum residual frequency
offset of 34 Hz after post-compensation at the satellite and
pre-compensation along with continuous frequency tracking
at the UE [41]. We use the 3GPP recommended NTN tapped
delay line (TDL) non-line-of-sight (NLOS) channel model
to investigate the performance of our solution. We scale the
power delay parameters of the reference TDL-A model [10]
according to the desired value of delay spread specified for
suburban environment [7], [42]. We choose two different
values of nrg = {144,504} to investigate the impact of
TBS on BLER and spectral efficiency. We list all simulation
parameters in Table IV.

B. Numerical Results

We begin by presenting our link-level simulation results.
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Fig. 8. BLER vs SNR for different repetitions (1rep) of PUSCH with TBS
of 504 bits in NTN TDL-A channel.

TABLE IV
EVALUATION SETTINGS
Parameter Value
nTR 144, 504 bits
Modulation QPSK
No. of PRBs 1
SFs for channel estimation 5
No. of HARQ processes 1
Channel model NTN TDL-A

UE environment

Suburban NLOS

No. of transmit antenna

1

No. of receive antenna 2
UE Speed 15 km/h
UE-satellite elevation angle 30 degrees
Feeder-satellite elevation angle 10 degrees

Residual frequency offset

Uniformly distributed in
[—34 Hz, 34 Hz]

f 2 GHz
Target BLER 10%
PEIRP 23 dBm
G/T —4.9 dB/T
) 180 kHz
Batm 0.07 dB
5shad0w 3 dB
Bscim 2.2 dB
Bpolar 0 dB
No. of Monte Carlo runs 10,000
nuagap for LTE-M fixed delay 3
nyugap for NB-IoT fixed delay 8

-20 -15 -10

SNR (dB)

1) Number of Repetitions: In Figs. 7 and 8, we present the
results of the variation of BLER for different possible signal-
to-noise ratio (SNR) values for TDL-A channel. Based on our
desired operating conditions (i.e., SNRs), we use the results
in Figs. 7 and 8 to choose the required number of repetitions
to achieve a target BLER. We then use these numbers to
present the throughput gains of our proposed solutions in the
following.

We find from Figs. 7 and 8 that for a fixed target BLER,
choosing a higher value of nrg provides better spectral effi-
ciency. For example, for a target BLER of 10% at the operating
value of v = —5.6 dB for LEO1200, nyeppusca = 12 and

Nrep,puscH = 24 for ntg = 144 and ntp = 504, respectively.
This results in a spectral efficiency of 12 and 21 bits/PRB for
ntg = 144 and ng = 504, respectively. This phenomenon of
higher spectral efficiency for larger TBS is also true across
satellite access types (i.e., LEO, MEO, GEO) and target
BLERs. Therefore, we perform our throughput gain evaluation
for our proposed method in Section IV-B2 with nyg = 504. We
extract the corresponding numbers for n., for both satellite
access types at their operating SNR values from Fig. 8 as
Nrep = 12 and nyep = 24 for LEO600 and LEO1200 scenarios,
respectively. Furthermore, the results also clearly show that
Nrep,puscH for both LEO600 and LEO1200 cases is greater
than nppya and nygop. As demonstrated in Section III, this
condition results in the PUCCH SFs overlapping the PDSCH
time slots in the downlink and PDCCH SFs overlapping with
PUSCH in the uplink, respectively, for the case of fixed DD2A
and UG2D methods of the state-of-the-art.

2) Spectral Efficiency and Throughput Gain: We focus on
the uplink throughput gain provided by the use of our variable
delay methods using both LTE-M and NB-IoT based UEs.
We consider the two LEO satellite access types of LEO600
and LEO1200 that consist of satellites at altitudes of 600 km
and 1200 km, respectively. We use an elevation angle of
30 degrees, which provides 7grr = 20 ms and Trrr = 34 ms
for LEO600 and LEO1200 scenarios, respectively. Next, we
compute the operating SNR condition to determine a suitable
value of ny, to use for evaluating our proposed solutions. We
compute the SNR, ~, as

v = PerpG (20)
kTﬁPLﬁalmBshadow ﬁscintﬁpolar(s ’
where Spp is the free space path loss given by [10]
/BPL — 103.245+log10(f2)+10g10(d2)’ (2])

¢ is the signal bandwidth, Pgrp is the effective isotropically
radiated power from the NTN UE, G/T is the antenna-gain-
to-noise-temperature value of the satellite antenna, %k is the
Boltzmann constant, f is the carrier frequency in GHz, d
is the distance between the UE and the satellite, and Sam,
Bshadows Bscint> Bpolar are the atmospheric loss, shadow fading
margin, scintillation loss, and polarization loss, respectively.
We compute d based on the satellite altitude and the elevation
angle listed in Table IV. Using the values from Table IV, we
obtain v = —0.2 dB and v = —5.6 dB for LEO600 and
LEO1200 scenarios, respectively. These conditions are also
consistent with the suggested link budget evaluations presented
for NR-NTN in [7].

Next, we compute the throughput using (10) and (12). We
begin with LTE-M systems, where the state-of-the-art method
uses a fixed nygzp = 3 and one switching SE. We compare the
achievable throughput for the state-of-the-art technique using
a fixed delay scheduling method and our proposed solution
with variable nygyp in Fig. 9. The results demonstrate that
we achieve a 28% increase in throughput using our proposed
method for LEO600 satellite constellation altitude. For the
case of NB-IoT UEs, whose results are shown in Fig. 10, we
observe an even higher increase in throughput of over 31%
for LEO600 with the use of nygyp = 8 for the fixed delay
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Fig. 9. Throughput for LEO600 and LEO1200 for the conventional fixed
delay method and the proposed variable delay design in an LTE-M UE.
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Fig. 10. Throughput for LEO600 and LEO1200 for the conventional fixed
delay method and the proposed variable delay design in an NB-IoT UE.

design and two SFs allotted for switching the UE between
transmission and reception. Note that the results for NB-IoT

were with an increased Nyarqg = 4, whereas the LTE-M
system evaluations were with the current allowed maximum
of NHARQ =&.

We further observe in both Fig. 9 and Fig. 10 that the
throughput gains obtained with the use of our method is higher
for lower satellite altitudes. This is because the value of 7, re-
quired to achieve a target BLER increases with higher satellite
altitudes due to the increase in pathloss that demands lower
code rates. As a result, the increase in throughput obtained
with greater number of TBs per HARQ cycle crosses a point
of diminishing returns. This result is also intuitive, since a
higher number of repetitions can cover a larger portion of the
propagation time delay and therefore presents smaller stop-
and-wait gaps to be filled with the use of a larger number of
TBs per HARQ cycle. Consequently, this reduces the amount
of throughput gain that is achievable from our proposed
solution. Nevertheless, for each of these cases, our method
provides a superior value of R by reducing the transmission
overheads associated with HARQ-based communications.

3) Run-time Complexity and Power Consumption: In our
final evaluation portion, we present computational complexity
results associated with the use of our solution. In particular,
we show the run-time complexity and the power consumption
resulting from our solution. To this end, we only focus on the
computations performed at the battery-powered UE side.

The additional computations at the UE-end associated with
the deployment of our solution include calculating the variable
delays shown in Section III. We first determine the number
of operations involved with computing DD2A and UG2D.

TABLE V
MOPS COMPUTATION

Operation No. of Operations
DD2A | UG2D | DD2A-BA

Addition 2 2 2

Subtraction 2 2 2

Multiplication 2 2 2

Division 0 0 1

Floor 0 0 1

Total 6 6 8
Duration (s) 0.001 0.001 0.001
MOPS 0.006 0.006 0.008

W DD2A W UG2D DD2A - bundled ACK

6.00E-05

—~  4.00E-05
B
£
g
o 2.00E-05
144 432 576 864 970
MOPS/mW
Fig. 11. Power consumption for implementing our solution in a UE with

different processor architectures.

We then use a worst-case assumption that the computations
are performed at every SF level, i.e., once every 1 ms. Note
that this is an exaggerated case. In practice, computations
at the UE-side need to be performed only when there is a
noticeable change in the RTT, for example, when the BS uses
a different Nygpyc in response to the RTT variation. Previous
investigations have shown that the RTT varies at a rate of less
than 100 ps/s for a LEO satellite at an altitude of 600 km and
a UE that is moving at a speed of 1200 km/h in the opposite
direction of the satellite movement [43]. This results in an
RTT variation of less than a nanosecond per SF.

We compute the additional power consumptions for each of
our adaptive delay computation methods (i.e., DD2A, UG2D,
and DD2A with bundled ACK) as

g
P ¢ = Ropsiv
Tlproc

(22)

where P, is the power consumption associated with com-
puting the variable delays for a scheme represented by
¢ € {DD2A, UG2D, DD2A-bundled ACK}, o, is the num-
ber of operations (i.e., additions, subtractions, multiplica-
tions, divisions, and floors) in millions determined from
(14), (15), and (16) for ¢ = DD2A, ¢ = UG2D, and
¢ = DD2A-bundled ACK, respectively, Rqp is the rate of
computations, which we set as once every 1 ms as described
previously, and 7y is the processor efficiency in million
operations per second (MOPS) per mW.

We first present the absolute rate of computations (i.e.,
Ryps04) in MOPS in Table V. Note that for the case of bundled
ACK (denoted as DD2A-BA in Table V), we incur an extra



division and floor opration every SF to determine the variable
delay using (19).

We present the results of P in Fig. 11 for different values
of 7Nproc [44, Ch. 5]. The results demonstrate that our method
introduces less than 60 nW of additional power, even with a
relatively less efficient processor that provides an efficiency of
144 MOPS per mW. With a superior processor efficiency, e.g.,
970 MOPS/mW, power consumption of our proposed soltuion
drops to less than 7 nW to determine the variable delays.

We put these numbers in perspective by comparing them
against typical operating power consumed by commercial low-
power IoT UEs. To this end, we use the measurement results
obtained for power consumption in NB-IoT devices [45].
NB-IoT UEs are shown to consume at least 200 mW and
700 mW of power in the uplink and downlink, respectively.
The maximum of the power consumption numbers from
Fig. 11 shows that adaptive DD2A with bundled ACK and
UG2D computations using our proposed method introduces
an additional 60 nW and 40 nW, respectively. It can be seen
that these numbers are several orders of magnitude lower than
the overall power consumption of the device. Such a low
power consumption introduces a truly negligible impact on
the battery life of an IoT device.

V. CONCLUSION

We proposed a dynamic HARQ scheduling design targeted
at IoT-NTN UEs to exploit the extended signal propaga-
tion time encountered in satellite communication links. We
presented an analysis to determine a suitable number of
HARQs to be supported to extract superior throughput under
any propagation condition. Our detailed simulation evaluation
demonstrated noticeable gains in the achieved throughput with
the use of our proposed methods, by considering suitable
coding rates for different transmission link conditions and
satellite altitudes. Our solution enables NTNs to serve an
increased number of UEs, which is critical, given the extended
cell-size in NTNs and the increasing number of interconnected
devices.
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