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Abstract—Deep learning based solutions are being integrated
into the physical and link layers of wireless networks. They
often effect an improvement in transmission reliability and/or
efficiency when there is a model or an algorithm deficit. In
this letter, we propose a deep learning-aided soft demapper,
consisting of a fully-connected deep neural network (DNN), to
alleviate a channel model deficit. We apply it in microwave
backhaul transmissions affected by impairments generated by
the local oscillator and power amplifier. The proposed DNN soft
demapper learns the best approximation for the log-likelihood
ratios (LLRs). The learned LLRs show gains over model-based
impairment-aware LLRs, as they capture the actual channel
as observed through data. We implement weight pruning and
periodical retraining to adapt to statistical changes and make
our proposed approach fit for practical cost-aware applications.

Index Terms—Soft demapper, deep learning, log-likelihood
ratios, residual phase noise, residual nonlinearity.

I. INTRODUCTION

B IT-interleaved coded modulation (BICM) and large con-
stellations are adopted to fulfil the requirements for

higher rates in communication networks. The soft demapper
of a BICM receiver processes the received symbols into log-
likelihood ratios (LLRs) or soft bits, which are subsequently
used by the soft-decision forward error correction (SD-FEC).
Exact demapping entails the knowledge of the conditional
probability density function (PDF) of the channel output given
the input. In practice, LLRs are computed via an approxima-
tion of the optimal log-maximum a-posteriori (log-MAP) rule,
namely the max-log-MAP rule.

Hardware components in commercial transceivers often
generate nonideal waveforms which affect the transmission
quality. Two sources of impairments are the local oscilla-
tor (LO) and the power amplifier (PA). Phase noise (PN)
stems from the LOs, while amplitude and phase distortions
result from operating the PA near the saturation regime. PA
nonlinearity digital predistortion (DPD) and PN estimation
followed by compensation are usually employed to counteract
the effects of these transceiver impairments.

Residual impairments, often disregarded in demodulation,
arise due to imperfect estimation and DPD of PN and PA
nonlinearity, respectively. The demapper typically assumes a
Gaussian distribution for the channel PDF, and omits nonlinear
multiplicative terms or memory effects. It thus outputs LLRs
that are mismatched to the actual channel, and in turn, the
decoding process carried out by the SD-FEC is suboptimal.

Various methods were proposed to mitigate the channel
mismatch in the LLRs. In [1], the authors scale the LLRs to
improve the generalized mutual information. References [2],
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[3] present closed-form expressions of the LLRs with residual
PN. In [4], an amplitude and phase distortion aware demapper
is designed for transmission under nonlinear PAs.

The above works correct the mismatched LLRs via model-
based approaches. But the employed transition probabilities
often cannot or do not describe the true channel. Learning
from data can alleviate this channel model deficit. A well-
trained neural network (NN) learns the input-output mapping
of the demapper, and generates LLRs matched to the actual
channel. In [5], an NN is employed to learn the functionality of
the log-MAP rule demapper, thereby reducing its complexity.
References [6] and [7] propose fully-connected (FC) deep NNs
(DNNs) and recurrent NNs as demappers, respectively, for
optical channels with nonlinear impairments. To combat the
effects of PA nonlinearity, DNNs have been employed to learn
the characteristics of PAs and DPD [8], [9].

In this letter, we propose a learned demapper architecture to
replace model-based demappers. Our proposed solution builds
upon the works presented in [5], [6]. Unlike the demapper in
[5], or its model-based counterpart in [10], our method does
not approximate the exact LLRs, since these are suboptimal in
case of a channel model mismatch. As an application case, we
examine a microwave backhaul transmission impaired by the
combined residual PN and PA nonlinearity. The motivation for
this is that microwave backhaul links typically experience an
additive white Gaussian noise (AWGN) channel at a signal-
to-noise ratio (SNR) that is sufficiently high to support modu-
lations such as 1024-quadrature amplitude modulation (QAM)
or larger. For such a scenario, LO and PA nonidealities are the
main cause for performance limitations. We assume the use of
a practical but suboptimal DPD at the transmitter, while at the
receiver, we employ PN estimation using pilot symbol assisted
modulation (PSAM) and phase interpolation between pilots.
Following PN compensation, samples are affected by residual
PN and residual distortion from the nonlinear PA. We use the
residual PN aware demapper from [3], as well as a demapper
designed for an ideal AWGN channel, as benchmarks. We
note the learned demapper does not replace preceding signal
processing blocks that mitigate the propagation channel inter-
ference, but it is being used in tandem with them.

The model-based demapper in [3] adjusts to varying PN and
additive noise variances, which we refer to as channel statis-
tics, through estimating them. We train the learned demapper
offline, across a wide range of channels with different statis-
tics, to make it effective for a range of environments, and
prune it for lower complexity. During transmission, we fine-
tune only a small part of the learned demapper periodically,
to adapt its parameters to varying statistics with small training
overhead.

We summarize below the key contributions of our work.
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Fig. 1. Microwave backhaul transmission link. DPD and PN estimation are applied to mitigate PA nonlinearity and LO-induced PN, respectively. The red-
shaded equalizer block is only used in the case of SSF-shaped transmission [11].

1) We design a learned demapper to overcome the perfor-
mance limitation due to residual PN and PA nonlinearity
in microwave backhaul links. We use relevant model-
based benchmark methods for performance comparison.

2) We propose a novel procedure to tailor the demapper for
practical use. We train it offline on a statistically diverse
dataset, prune it up to a similar complexity of simple
demappers, and adapt a minimal set of weights online.

This letter continues with the system model and benchmark
demappers in Section II. In Section III, we introduce the
proposed learned demapper, followed by simulation results in
Section IV. We wrap up with conclusions in Section V.

II. SYSTEM MODEL

The transmission link block diagram is shown in Fig. 1.
A sequence of independent and uniformly distributed bits
is FEC encoded. Each m-dimensional vector of coded bits
bk = [bk,1, . . . , bk,m]

T is mapped to an M -QAM symbol
ak, where m = log2(M). Equally-spaced pilots used for PN
estimation are inserted, followed by pulse shape filtering. The
pulse shaping filter can be either a Nyquist pulse, such as
a root-raised cosine (RRC), or a non-Nyquist pulse, as for
example a spectrum skirt-filling (SSF) pulse introduced in [11]
for microwave systems. We purposefully consider the latter
case, as it allows us to highlight the effect of model mismatch
in the results section. The signal path continues with digital-to-
analog (D/A) conversion and in-phase/quadrature (I/Q) mod-
ulation, followed by propagation through the AWGN channel,
I/Q demodulation and analog-to-digital (A/D) conversion.

The LOs of the I/Q modulation/demodulation generate non-
ideal carrier signals of the form fLO(t) = exp(j2πfct+φ(t)),
where φ(t) is the PN random process. PN estimation consists
of an interpolation of the PN estimates obtained from each
two consecutive pilots. This simple PN estimation method is
applied in practical microwave transmission systems.

The estimated PN φ̂k is applied to the A/D converter or,
in the case of SSF transmission, the equalizer output sample
yk, respectively (see Fig. 1). The PN compensated sample
rk = yke

−jφ̂k is used by the demapper to produce the LLRs.
The signal rk is impaired by residual PN due to imperfect
PN estimation and residual PA nonlinearity due to imperfect
DPD. For the presentation of results in Section IV, we emulate
the combined effect of DPD and nonlinear PA through a
residual PA nonlinearity model. The SSF-shaped transmission

experiences equalization-enhanced PN [12], whose effect will
be discussed in the numerical results section.

The demapper computes the LLRs lk associated to the bits
of the transmitted symbol ak, where lk = [lk,1, . . . , lk,m]

T.
The LLR of the ith bit of ak is defined as

lk,i
∆
= log

(
pR|Bi

(rk|1)
)
− log

(
pR|Bi

(rk|0)
)

(1)

where pR|Bi
(r|bi) denotes the PDF of the observed output rk

for the input bit bk,i ∈ {0, 1}. An exact computation requires
knowledge of the PDF pR|A (r|a) of the effective channel from
ak to rk.

A. AWGN Channel Soft Demapper

A commonly used demapper assumes an ideal AWGN
channel with output R = A +N , where N is complex zero-
mean circularly symmetric Gaussian noise with variance σ2

n.
The corresponding max-log LLR approximation

lk,i ≈
1

σ2
n

(
min
j∈I0

i

(∥rk − aj∥2)−min
j∈I1

i

(∥rk − aj∥2)
)
, (2)

where Ib
i is the set of indices of the QAM symbols with the

ith bit equal to b, builds on this channel model.

B. Channel-Aware Soft Demapper

While the demapper in (2) is mismatched to a channel
with residual impairments, the likelihood pR|A(r|a) used in a
channel-aware demapper is often difficult to model. The likeli-
hood can, however, be approximated for simpler scenarios. For
example, for an AWGN channel and residual PN with indepen-
dent Gaussian distributed samples, the likelihood pR|A(r|a) is
found in [2]. Reference [3] derives pR|A(r|a) for the case
where the LO-induced PN follows a Wiener process and PN
estimation is obtained through PSAM with linear interpolation.
However, the LLRs computed with this pR|A(r|a) are still
mismatched to the true channel in the presence of distortion
that does not match the model assumptions.

III. DEEP NEURAL NETWORK-BASED SOFT DEMAPPER

We now propose a feed-forward FC DNN as an adaptive
learned demapper. Our solution mitigates a model deficit when
the effective channel including residual impairments cannot be
well approximated and tracked through analytical expressions.
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DNN-based demapper
Fig. 2. Structure of the DNN-based soft demapper.

A. Network Structure and Training Procedure

The proposed DNN structure is shown in Fig. 2. The
features are the real and imaginary parts of the symbols
stacked in rk = [rk−Lc

, . . . , rk+Lc
]
T, where Lc is an estimate

of the channel memory length. The last layer outputs the LLRs
lk of the transmitted symbol ak. Predicting the LLRs is a
regression problem in which we train the DNN in a supervised
manner. We note that

Pr (bk,i = 1|rk) = σ (lk,i) , (3)

which follows from (1) for uniformly distributed data bits, and
σ denotes the logistic function. The trainable parameters θ of
the DNN are optimized via stochastic gradient descent (SGD)
with the binary cross-entropy loss

L(θ)=− 1

K

K∑
k=1

m∑
i=1

bk,i log (σ(lk,i))+(1−bk,i)log (1−σ(lk,i)) ,

(4)
where K is the mini-batch size of the SGD algorithm.

B. Pruning and Online Training

The statistical description of the effective channel between
transmitted data ak and demapper input rk will not be known
perfectly at the time of training of the DNN, which we
assume is performed before deployment in a transmission
link. Furthermore, the channel statistics can be time-varying,
as for example the link SNR may change. One solution to
this problem would be to train a bank of DNNs and switch
between them at the time of operation, based on a performance
indicator.

We choose a more compact approach. First, we train one
base DNN across multiple channel realizations, each with
different AWGN variances and PN levels set by sweeping
through value ranges which are typical for microwave back-
haul links. Second, we reduce the computational complexity of
demapping associated with the trained base DNN by gradually
pruning its low-magnitude weights until a desired sparsity
level, defined as 1− pruned DNN size

original DNN size , is reached. Third, we deploy
the pruned base DNN for transmission and set its output
layer to be trainable while in use. This online update allows
us to adjust the learned demapper to the specific channel
statistics including impairments not present during offline
training and/or varying over time. The choice of making the
output layer’s parameters trainable is motivated by the fact that
it typically learns specialized features of the training dataset,
and that complexity for training is low. The online supervised
training is done periodically using pilots. Fig. 3 illustrates (a)

... ...

Train base
DNN

Prune base
DNN

Deploy for
transmission

(a)

Train output
layer of base

DNN

(b)
Fig. 3. (a) Offline training of the base DNN across Nc channel instances with
different statistics

{
σ2
n,i, ℓi

}
, where σ2

n,i and ℓi denote the AWGN variance

and PN level of the ith channel, respectively, followed by weight pruning. (b)
Periodic online training of the output layer. We allow new connections (red
lines) to emerge in the output layer.

the offline training and pruning of the base DNN, and (b) the
online training via periodic updates of its output layer.

IV. SIMULATION RESULTS AND DISCUSSION

In this section, we demonstrate the performance benefits
of the proposed data-driven soft demapping by simulating
microwave backhaul transmission with hardware impairments.

A. Transmission Setup and DNN Demapper

We consider transmission with a 1024-QAM constellation
and RRC/SSF pulse shaping with the practical filter parameters
as given in [11]. The QAM order and shaping filter parameters
are fixed throughout training and inference. To mimic the LO-
induced PN, we adopt the commonly used Wiener model, e.g.
[3], [11]. Accordingly, φk = φk−1 + δφ, δφ ∼ N (0, σ2

φ)

and σ2
φ = 10ℓ/104π2f2

offsetTs, where foffset and Ts denote the
frequency relative to the carrier at which ℓ is measured and the
symbol period, respectively. For the effect of the PA nonlinear-
ity when applying DPD we consider the residual nonlinearity
function gPA(|x|) = αAMAM|x|

1+βAMAM|x|2 exp (j
αAMPM|x|2

1+βAMPM|x|2 ), which we
refer to as the residual Saleh model (RSM). The parameters
α(·) and β(·) control the memoryless nonlinearity strength, and
gPA is applied on the pulse shaped signal. As a second model,
we consider the soft amplitude limiter (SAL) gPA(x) = x for
|x| ≤ A, and gPA(x) = A exp(j∠x) for |x| > A, where A
denotes the clipping level [13].

The first four layers of the DNN-based soft demapper (see
Fig. 2) have 64, 32, 32, 32 units, respectively, with a rectified
linear unit (ReLU) activation. The output layer has m units,
each for one LLR, with linear activation. We use Lc = 0 for
the experiments, given the memoryless residual impairments.
The DNN is trained by minimizing the loss in (4) using the
Adam optimizer with K = 64 symbols, cyclic learning rates
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TABLE I
TRAINING PROCEDURE HYPERPARAMETERS.

Stage 1 Stage 2 Stage 3

Learning rate 10−3 - -
Number of epochs 300 300 300
Cyclic learning rate
base, max, step size

- 10−4, 9×10−4,
2000

10−5, 9×10−5,
2000

Early stopping pa-
tience, ∆min

- 50, 10−3 50, 10−3

and early stopping. Training is carried out in three stages with
hyperparameters outlined in Table I. We use training datasets
of 129,600 and 324,000 QAM symbols, of which 25% is
reserved for validation, to initially train the base DNN and
train it while pruning, respectively.

B. BER for Independently Trained Models

In our first set of results, we compare the bit-error rate
(BER) performances when using the proposed learned and
the non-learned benchmark demappers. For this, a rate-2/3
low-density parity check (LDPC) code according to the DVB-
S2 standard is used for FEC. The PN level is set to ℓ =
−90 dBc/Hz at foffset = 100 kHz. The symbol rates of the
RRC and SSF transmissions are RRRC = 25.6 Msymbol/s and
RSSF = 51.2 Msymbol/s, leading to PN increments variances
of σ2

φ,RRC = 1.5× 10−5 rad2 and σ2
φ,SSF = 3.87× 10−6 rad2,

respectively. The parameters for the RSM are αAMAM = 1.05,
βAMAM = 0.05, αAMPM = 0.2, βAMPM = 0.2. These parame-
ters indicate a milder PA nonlinearity compared to a realistic
non-predistorted one with, for example, αAMAM = αAMPM =
2, βAMAM = βAMPM = 1 [4]. The clipping level for the SAL
is A = 0.8.

We assume the idealized scenario that the channel statistics
do not change between training and testing. Accordingly, we
train the DNN in Fig. 2 independently for each SNR, yielding
different trained models. We also assume that the non-learned
demappers know the SNR and the residual PN level perfectly.
This scenario allows us to highlight the potential of the DNN-
based demapper to overcome model deficits of the non-learned
solutions. Fig. 4 shows the BERs as functions of SNR when
using mismatched LLRs from (2), LLRs corrected for residual
PN according to [3], and LLRs from the proposed DNN. The
BER for the AWGN unimpaired channel is shown as reference.

First, we consider the results for RRC pulse shape. We ob-
serve that the LLRs corrected for residual PN do not improve
the BERs compared to those for the mismatched LLRs from
(2). For the RSM, the model mismatch is even compounded
by trying to address the PN impairment but ignoring PA
nonlinearity. The proposed DNN-based demapper on the other
hand achieves BERs fairly close to those of the unimpaired
AWGN channel in both cases. For the subsequent results, we
use the RSM when considering residual PA nonlinearity.

For the case of SSF-shaped transmission, we turn-off the
PA nonlinearity and only PN is active. One would expect that
the PN-aware demapper from [3] is now an ideal match for
the effective channel. However, due to the presence of the
equalizer and the resulting equalizer-enhanced PN, a model
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Fig. 4. Coded BER for different demappers and impairments. Left: RRC
transmission, PN and PA nonlinearity. Right: SSF transmission, only PN.

mismatch occurs and the demapper with corrected LLRs
again results in a BER which is worse than for max-log
LLRs (2). The learned demapper again provides the best
BER performance, albeit with a gap to transmission without
impairments. We attribute the latter to the increased sensitivity
of SSF-shaped transmission to PN as parts of the data are
transmitted in spectrum skirts [11].

C. AIR for Pruned Base Models with Online Training

In our second set of results, we demonstrate the effec-
tiveness of the proposed DNN architecture with a pruned
base DNN and online training of the output layer weights
as introduced in Section III-B and illustrated in Fig. 3. The
base DNN is trained on data for SNR and PN levels ranging
from 21 dB to 35 dB, and from −94 dBc/Hz to −85 dBc/Hz,
respectively, and pruned to 20% (sparsity level = 80%) of
its original size. We assume that 7,000 samples are available
to periodically retrain only the output layer. The latter is not
a critical assumption as statistics of the microwave backhaul
channel change very slowly compared to the data rate. For the
non-learned demappers, we again assume the SNR is known
for the mismatched LLRs (2), and the SNR and residual PN
level are known for the PN-corrected LLRs [3].

We consider the RRC pulse-shaped transmission with resid-
ual PN and PA nonlinearity (RSM) impairments, where the
statistics for the latter are fixed as specified for the previous
results set. The achievable information rate (AIR) [1, Eq. (3)]
is adopted as a compact measure for the quality of the
produced LLRs. Fig. 5 (top) shows the AIRs for different
demappers as functions of time, where SNR (middle) and PN
level (bottom) are varying over time. The duration of time
intervals between which SNR and PN level change is identified
as δt. In case of learned demappers, we include the result for
the pruned base DNN with and without online training and for
the idealized case of the full-sized DNN that is trained for the
specific SNR and PN level. The latter constitutes the optimal
performance benchmark. We observe that the DNN without
retraining experiences a performance degradation compared to
the optimal benchmark for some (SNR, PN-level) pairs. For
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Fig. 5. Top: AIR for RRC transmission over residual impairments channels
with time-varying statistics. Middle: Variation of SNR. Bottom: Variation of
PN level.

low SNR, it performs even worse than when using mismatched
LLRs. The proposed online learning however is able to follow
closely the AIR curve for known SNRs and PN levels over the
entire parameter range. In particular, the performance benefit
over the non-learned solutions is retained.

A performance versus complexity plot is depicted in Fig. 6.
Its purpose is two-fold: to compare the cost of the mismatched
and learned demappers, and to show the benefit of pruning
the base DNN and online retraining of the output layer. We
present the AIR measured for two (SNR, PN-level) settings
from Fig. 5, versus the number of real operations per received
symbol. As it can be seen, using a single base DNN trained
across a range of channel statistics and pruned to a size of
just 20% of the full-size DNN may cause a performance loss.
However, online retraining recovers the performance benefits
of learned demapping with only a slight increase in the number
of real operations. Overall, the proposed combination of prun-
ing together with online retraining achieves the performance of
the idealized benchmark case of learning with known channel
statistics at a complexity that is in between the mismatched
demapper and its max-log approximation. This renders it an
attractive solution for practical use.

V. CONCLUSIONS

We have studied data-driven soft demapping for channels
with residual PN and PA nonlinearity impairments. The use
case that motivated our work is microwave backhaul trans-
mission, whose performance is limited by those impairments.
We have proposed an FC DNN architecture that exhibits
moderate complexity and adaptability to channel statistics due
to the interplay of weight pruning and online retraining. This
has been demonstrated through numerical results that show
the performance gains over non-learned demappers including
those designed for channels with residual PN.
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