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Dual-polarized Faster-than-Nyquist Transmission
Using Higher-order Modulation Schemes

Mrinmoy Jana, Lutz Lampe and Jeebak Mitra

Abstract—Faster-than-Nyquist (FTN) transmission employing
antenna polarization multiplexing and higher-order modulation
(HoM) schemes can significantly increase the spectral efficiency
(SE) of the existing wireless backhaul links. However, the benefits
of each of these SE enhancement techniques come with a
price. While FTN introduces inter-symbol interference (ISI), a
dual-polarized (DP) transmission suffers from cross-polarization
interference (XPI) and HoM makes a communication system
vulnerable to phase-noise (PN) distortions. In this paper, we
investigate for the first time a DP-FTN HoM transmission system.
We propose a cross-polarization interference cancellation (XPIC)
and PN mitigation structure, coupled with adaptive decision-
feedback equalization or linear precoding, to jointly mitigate
interference and accomplish carrier-phase tracking. The DP
systems combined with the FTN signaling presented in this paper
offer more than 150% increase in SE compared to a single-
polarized (SP) Nyquist transmission. The effectiveness of the pro-
posed algorithms is demonstrated through computer simulations
of a coded DP-FTN microwave communication system in the
presence of PN. Numerical results suggest that with the proposed
interference cancellation methods, a DP-FTN transmission can
yield a 3�5.5 dB performance improvement over an equivalent
DP-Nyquist system that employs a higher modulation order to
achieve the same data rate.

Index Terms—Faster-than-Nyquist (FTN) transmission, cross-
polarization interference cancellation (XPIC), dual polarization
(DP), phase noise (PN), inter-symbol interference (ISI), pre-
equalization, precoding, decision-feedback equalization (DFE),
higher-order-modulation (HoM), microwave backhaul.

I. INTRODUCTION

RAPIDLY growing demands for next-generation cellu-
lar data rates warrant adopting new means to increase

the spectral efficiency (SE) of the fixed wireless backhaul
links, where line-of-sight and point-to-point microwave radio
systems are widely used due to their fast and cost-effective
deployment. One way to accomplish this SE improvement
is to employ Faster-than-Nyquist (FTN) transmission [2]–[7],
which deliberately relinquishes the time-frequency spacing
requirements of adjacent symbols imposed by the Nyquist cri-
terion. By giving up this orthogonality condition, theoretically,
FTN signaling provides a higher achievable rate [8]. More-
over, to further the SE improvement of a microwave radio,
FTN can be combined with antenna polarization multiplexing
and higher-order modulation (HoM) schemes. While adopting
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HoM for such microwave systems is a very well-known
technique, dual-polarized (DP) transmission has also attracted
a considerable attention in the past few years [9]–[19]. An
ideal DP transmission system, where two data-streams are
transmitted at the same carrier frequency by two orthogonal
polarizations, i.e. the horizontal (H) and the vertical (V)
polarization, offers a doubling of the data rate compared to a
single-polarized (SP) transmission. However, FTN introduces
inter-symbol interference (ISI) and DP transmission suffers
from cross-talk between the two polarization branches, known
as cross-polarization interference (XPI). Furthermore, adopting
HoM makes the communication system sensitive to phase
noise (PN) distortions that arise due to imperfections in the
transmitter and receiver local oscillators (LOs). Therefore,
in order to fully afford the SE benefits a DP-FTN HoM
transmission offers, efficient mitigation techniques are required
to counter these detrimental effects. The effectiveness of the
equalization and PN compensation schemes is particularly cru-
cial when forward-error correcting (FEC) codes are employed,
which operate in the low to moderate signal-to-noise ratio
(SNR) regime.

A. State-of-the-Art in XPIC, FTN and PN Mitigation

DP systems employing cross-polarization interference can-
cellation (XPIC) at the receiver have been well investigated
in the microwave communication literature for a Nyquist
transmission in the context of “synchronous” [9]–[16] and
“asynchronous” [17]–[19] transmissions. In a synchronous
DP transmission, time and frequency-synchronized received
samples from both polarization branches are processed by
a two-dimensional (2-D) XPIC filter to remove cross-talk
between the two orthogonal polarizations. Alternatively, in an
asynchronous transmission, absence of knowledge about the
transmission parameters of the respective other polarization
branch precludes the feasibility of performing synchronization
on the interfering data stream. However, the algorithms in
previous works for these systems do not consider some of
the practical challenges encountered in a microwave radio
system. For example, [9]–[16] describe the XPI mitigation
techniques without furnishing sufficient details about the PN
compensation algorithms. On the other hand, [17]–[19] present
XPIC algorithms together with PN mitigation approaches,
assuming an additive white Gaussian noise (AWGN) channel
and perfect knowledge of the XPI channel at the receiver.
In practice, a microwave channel can introduce slowly time-
varying ISI due to multipath effects [12], [14], [20] and the
availability of a perfect estimate of the XPI channel at the
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receiver is somewhat unrealistic, particularly in the presence
of PN [21]. Moreover, none of the above works considers
additional ISI induced by an FTN transmission.

Combining FTN signaling with a DP transmission is mo-
tivated by the following two benefits: (a) FTN signaling can
further the SE improvement a DP system provides, e.g. using
an FTN acceleration factor of 0.8 for the two orthogonal
data streams offers a 150% increase in SE compared to an
SP Nyquist transmission, and (b) for a target data rate, FTN
transmission can moderate the need for very high modulation
orders that are more vulnerable to PN distortions, especially
in a DP transmission, where phase impairments originating in
the transmitter LO of one orthogonal polarization can affect
the demodulation performance of the other due to cross-talk
between the polarization branches. Under these circumstances,
a DP-FTN transmission, with efficient interference mitigation
techniques, can yield a significant SNR advantage over a DP-
Nyquist system that employs a higher modulation order to
achieve the same data rate. Enjoying the above benefits of
FTN signaling entails successful equalization of the FTN-
induced ISI. For this, a significant volume of work con-
siders Bahl-Cocke-Jelinek-Raviv (BCJR) based maximum a-
posteriori probability (MAP) equalization [22]–[25]. However,
it is difficult to apply these methods to a DP-FTN HoM system
primarily because their computational complexity becomes in-
tractable as the number of BCJR states increases significantly
for very high modulation orders. There is also another body
of works [26]–[31] that can be applied to higher modulation
formats without significant increase in complexity. However,
they employ computationally prohibitive and buffer-space con-
strained iterative equalization schemes, and require explicit
channel estimation, which is not computationally trivial in the
presence of PN [21], [32]. Moreover, the above works do not
consider any PN mitigation schemes.

Practical microwave systems for spectrally efficient trans-
mission are evolving towards adopting very high modulation
orders, e.g. 4096-QAM [33], that need robust PN compensa-
tion techniques. In light of that, we note the factor-graph based
methods for joint FTN and PN mitigation [34], [35], and also
the block-based iterative PN compensation techniques [36],
[37] in an SP transmission under an AWGN channel. However,
the above methods would require additional estimation and
equalization algorithms for the unknown co-polarization and
cross-polarization ISI channels in a DP transmission. The
extension of the above mentioned algorithms to a DP-FTN
HoM transmission under consideration is not straight-forward
because channel estimation, FTN and multi-path ISI equal-
ization, and PN compensation tasks are not modular, which
invites a joint mitigation approach [21], [32]. Therefore,
combining the individual solutions is challenging under these
circumstances, which warrants considerable research, and can
be subject to future work. In this work, we consider a 2-D
adaptive decision feedback equalizer (DFE) to jointly mitigate
interference and accomplish carrier phase recovery in a DP-
FTN transmission. We note that 2-D DFE structures without
carrier phase recovery have been well studied in the context
of multiple-input multiple-output (MIMO) transmission [38]–
[40], and that previous works on combining DFE with carrier

phase recovery have focused on transmissions with a single
polarization [41]–[43]. In the following, we highlight the
contribution of our work in more detail.

B. Contributions and Outline

This paper is the first to present a synchronous DP-FTN
HoM system with the objective to increase the data rate
of the existing microwave links. Therefore, we assume that
timing and frequency synchronization of both polarization data
streams are performed prior to the receiver signal process-
ing. To provide a solution for spectrally efficient microwave
transmissions with practical impairments, the present work
addresses a number of challenges in the form of XPIC in
a DP transmission without the explicit knowledge of the
interference channel, FTN and multi-path ISI equalization,
and carrier phase tracking. For this purpose, we propose a
simple non-iterative approach, as opposed to computationally
demanding iterative equalization schemes. This makes our
solution scalable to very high modulation orders, and adaptive
to channel variations. The proposed adaptive approach also
works efficiently even in the absence of XPI, corresponding
to an SP transmission scenario. The primary challenge to
devise a practical adaptive interference mitigation scheme
lies in designing the pilot symbols required for the training-
based equalization due to corruption of the clean constellation
symbols by FTN-induced ISI. To counter this, two possible
solutions can be adopted, i.e. either (a) combine the FTN-
ISI with the multi-path ISI/XPI, or (b) pre-compensate for the
FTN-ISI so that clean pilots can be used to equalize the resid-
ual multi-path ISI/XPI. For the approach (a) above, the overall
interference cancellation problem can be formulated as a DP-
Nyquist transmission, together with XPIC and PN mitigation
for the two polarization branches. As our first contribution,
we extend the DFE-based receiver structures from [41], [42]
to the DP system of interest. To this end, we derive an
adaptive estimator for the aggregate PN, stemming from the
transmitter and receiver LOs. However, in the presence of
a significant cross-talk between the two polarizations, PN
generated at the transmitter LO of one orthogonal polarization
can significantly influence the demodulation performance of
the other. Motivated by this, as our second contribution, we
propose an adaptive technique to track the transmitter and
receiver phase noise processes separately for both orthogonal
polarizations. The performance gains offered by the second
method over the first, however, come at a price of slightly more
computations and storage requirements. Further, exploiting the
fact that the ISI induced by FTN is known at the transmitter,
approach (b) mentioned above can also be applied to facilitate
effective elimination of the residual FTN-ISI. Therefore, as
our third contribution, we extend the linear pre-equalization
(LPE) strategy from [44] to the DP-FTN system. Different
from [44], the LPE in this paper is used in association with the
adaptive DFE coupled with PN tracking, to form a combined
equalization and PN mitigation structure. Numerical results
in Section V-C of our paper advocates promising performance
gains of this combined structure over a DFE-only equalization
approach.
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Fig. 1. System model for a DP-FTN transmission.

TABLE I
TABLE OF ACRONYMS

Acronym Definition
BER Bit Error Rate
CPNT Combined Phase noise Tracking
DFE Decision Feedback Equalizer
DP Dual Polarization
FBF Feedback Filter
FEC Forward Error Correction
FFF Feed-forward Filter
FTN Faster-than Nyquist
HoM Higher-order Modulation
IPNT Individual Phase noise Tracking
ISI Inter-symbol Interference
LMS Least Mean-square
LPE Linear Pre-equalization
MSE Mean-square Error
PAPR Peak-to-average Power Ratio
PN Phase noise
QAM Quadrature Amplitude Modulation
RRC Root-Raised-Cosine
SE Spectral Efficiency
SNR Signal-to-noise Ratio
SP Single-polarized
XPD Cross-polarization Discrimination
XPI Cross-polarization Interference
XPIC Cross-polarization Interference Cancellation

The remainder of the paper is organized as follows. The
system model is introduced in Section II. In Section III, we
propose two new adaptive DFE-based equalization schemes to
jointly mitigate ISI, XPI and PN. The pre-equalized FTN trans-
mission along with XPIC and PN cancellation is presented
for a DP-FTN system in Section IV. Section V demonstrates
the benefits of our proposals through simulations. Finally,
Section VI provides concluding remarks.

For clarity of notation usage, Table I lists the frequently
used acronyms and their corresponding definitions.

II. SYSTEM MODEL

We consider the transmitter and receiver of a DP-FTN
microwave system shown in Fig. 1. As depicted in the
transmitter of Fig. 1(a), the input data bits for the H and V
polarizations are first FEC encoded and interleaved, followed
by quadrature amplitude modulation (QAM). The modulated
data streams a1 and a2 are then pulse-shaped by T -orthogonal
pulses p, converted into analog signals, up-converted to a
microwave carrier frequency and then transmitted with an
FTN acceleration factor ⌧ < 1 on H and V-polarizations,
respectively. The resulting transmitted analog signals for the
H and V streams can be written as

s1(t) = Re
n

ej(2⇡fct+#t1 (t))
X

k

a1[k]p(t� k⌧T )
o

, (1)

s2(t) = Re
n

ej(2⇡fct+#t2 (t))
X

k

a2[k]p(t� k⌧T )
o

, (2)

where fc is the carrier frequency, #t1 and #t2 are the phase
noise impairments, associated with the H and V-transmitter
LOs, respectively. For the application of interest, we assume a
root-raised-cosine (RRC) pulse-shaping filter p with a roll-off
factor �.

The transmitted signals on both polarizations propagate
through a wireless channel to reach the DP-FTN receiver
shown in Fig. 1(b). At the receiver, the matched-filtered and
sampled signals u1 and u2 on H and V polarizations, respec-
tively, are processed by a receiver discrete signal processing
(Rx-DSP) unit, comprising of an adaptive 2-D equalizer and
PN tracker, as detailed in Section III. Thereafter, the recovered
H and V polarization signals are demodulated and FEC-
decoded to produce the output bits.

The equivalent discrete-time baseband model for the DP-
FTN system is demonstrated in Fig. 2, where the received
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Fig. 2. Equivalent discrete-time baseband system model for a DP-FTN
transmission.

samples ui[k] at a time instant k, with i = 1, 2 for H and V
polarization, respectively, can be represented as

ui[k] = ej✓ri [k]
2
X

j=1

X

l

aj [k�l]ej✓tj [k�l]
hij [l] + ni[k] . (3)

In (3), {hij} for i, j 2 {1, 2} denote the effective co-
polarization and cross-polarization channel taps, representing
the combined effects of the multipath ISI, FTN-ISI and XPI,
ni is a zero-mean additive colored (due to FTN-sampling)
Gaussian noise sample with variance �

2
ni

, and ✓ti and ✓ri

represent the sampled transmitter and receiver PN processes,
respectively. For the application of interest, the PN processes
are assumed to be slowly time-varying [17], [19], [41] and can
be modeled by Wiener processes [45] as

✓ti [k] = ✓ti [k � 1] + wti [k] , (4)
✓ri [k] = ✓ri [k � 1] + wri [k] , (5)

where wti and wri are the samples of independent zero-mean
Gaussian random variables with variances �

2
wti

and �

2
wri

,
respectively.

The equivalent baseband system shown in Fig. 2 models
the transmitter and receiver PN processes separately, similar
to [9]–[11]. For an SP transmission in an AWGN channel,
we note that the transmitter and receiver PN processes can be
combined to model an equivalent sum PN process [36], [37],
[46], [47]. Alternatively, when there is a multi-path channel
between the transmitter and the receiver, each received sym-
bol includes the contributions from multiple transmitter PN
samples due to ISI [43]. We note that for an SP transmission,
combining the transmitter and receiver PN distortions can still
be considered to be a good approximation of the true system
model for relatively slow time-variation of the PN processes
with respect to the ISI duration. However, for DP systems, it is
important to characterize all four transmitter and receiver PN
processes separately [9]–[11] to model the impact of the cross-
polarization transmitter PNs. The numerical results presented
in Section V-B of this paper, corresponding to two different
PN tracking schemes, stand to further justify such modeling.

With the system model (3) at hand, we now proceed to
present two new adaptive equalization and joint PN mitigation
techniques in the next section, followed by the precoded DP-
FTN transmission strategy in Section IV.

III. ADAPTIVE DFE WITH PN COMPENSATION

In this section, we present an adaptive DFE approach
to jointly optimize the PN estimates and equalizer tap co-
efficients to mitigate the effects of the two-dimensional in-
terference channel and phase noise processes as illustrated
in Fig. 2. We exploit digital data sharing between the two
orthogonal polarizations as in [48], which enables us to use
the past symbol-decisions from both polarization branches in
a feedback loop. With the assumption of a slow time-variation
of the transmitter and receiver PN processes [17], [19], [41],
the exact knowledge of the PN statistics are not required for
the proposed algorithms.

Moreover, the adaptive equalization approach eliminates
the need for an explicit channel estimation at the receivers,
and the proposed methods do not require iterations1 between
the equalizer and the FEC decoder. The main reasons to
not consider iterative decoding and demodulation/equalization
in the present work are: (a) the complexity associated with
iterative solutions in terms of computations and buffer space,
(b) the simpler scalability with very high modulation orders
and adaptivity with respect to channel variations of non-
iterative and thus non-block-based solutions [9], [11], [12],
[41], [46], [49].

A. DFE with Combined Phase Noise Tracking (CPNT)

The concept of joint equalization and carrier phase recovery
presented in [41], [49] for an SP system is extended to the DP-
FTN transmission in the following and will be referred to as
the DFE-CPNT method henceforth.

Fig. 3 shows the Rx-DSP module from Fig. 1(b) in more
detail. The received H and V polarization sequences u1 and
u2 are first de-rotated by the respective PN estimates '̂1

and '̂2, and then fed into an adaptive 2-D DFE. The joint
estimation method for the PN processes and the DFE filters are
detailed later in this section. Each entry of the feed-forward-
filter (FFF) F and the feedback-filter (FBF) B has Nf and Nb

taps, respectively. The DFE output sequences y1 and y2 are
provided as inputs to the soft demappers and FEC decoders.
The symbols yi[k], i2 {1, 2}, at the k

th symbol interval can
be written as

yi[k] =
2
X

j=1

✓Nf�1
X

⌫=0

fij [⌫, k]uj [k � ⌫]e�j'̂j [k�⌫]

�
Nb
X

µ=1

bij [µ, k]âj [k � k0 � µ]

◆

, (6)

where fij [⌫, k] and bij [µ, k] denote the ⌫

th and µ

th tap at
the k

th symbol interval corresponding to the i

th-row and
j

th-column entries of F and B, respectively, â1 and â2 are
the previous symbol-decisions for the H and V-polarization,
respectively, and k0 denotes the DFE decision delay [38], [50].

1This is not to stipulate that iterative solutions may not have merit for
dealing with the considered problem, but we argue that it is meaningful to
start with computationally simpler and, as our results in Section V show,
effective non-iterative solutions. What further gains could be achieved with
iterative methods, and under what computational costs and other requirements
e.g. with regard to channel variability, can be subject to future work.
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For jointly updating the DFE tap-weights and the PN
estimates, we use the adaptive least-mean-square (LMS)
method [41], [51]. Assuming a slow variation of the PN
processes and hence, the PN estimates '̂i to be practically
constant over the duration of Nf symbols corresponding to
the FFF length [41], the update algorithms for the 2-D XPIC
and PN estimates are dictated by the following lemma.

Lemma 1. The LMS update equations, computed by the
stochastic gradient descent algorithm [51], for the 2-D equal-
izer tap weights and CPNT estimates are given as

f1[k+1] = f1[k]� ↵P [k]ug[k]E⇤
1 [k] , (7)

f2[k+1] = f2[k]� ↵P [k]ug[k]E⇤
2 [k] , (8)

b1[k+1] = b1[k] + �âg[k]E⇤
1 [k] , (9)

b2[k+1] = b2[k] + �âg[k]E⇤
2 [k] , (10)

'̂1[k+1] = '̂1[k]� �⌥1[k] , (11)
'̂2[k+1] = '̂2[k]� �⌥2[k] , (12)

where for i2 {1, 2}, Ei[k] = yi[k] � âi[k � k0] are the error
signals, ↵ > 0, � > 0, � > 0 are the LMS step-size parameters
and

fi[k]=
hn

f

⇤
i1[m, k]

oNf�1

m=0
,

n

f

⇤
i2[n, k]

oNf�1

n=0

iT

, (13)

bi[k]=
hn

b

⇤
i1[m, k]

oNb

m=1
,

n

b

⇤
i2[n, k]

oNb

n=1

iT

, (14)

ug[k]=
hn

u1[k �m]
oNf�1

m=0
,

n

u2[k � n]
oNf�1

n=0

iT

, (15)

âg[k]=
hn

â1[k�k0�m]
oNb

m=1
,

n

â2[k�k0�n]
oNb

n=1

iT

, (16)

P [k]=diag
⇣

e�j'̂1[k]
,..., e�j'̂1[k]

| {z }

Nf

, e�j'̂2[k]
,..., e�j'̂2[k]

| {z }

Nf

⌘

, (17)

⌥i[k]=cos ('̂i[k]) Im( i[k])�sin ('̂i[k]) Re( i[k]) , (18)
 i[k] = fH

1i[k]ui[k]E⇤
1 [k] + fH

2i[k]ui[k]E⇤
2 [k] (19)

ui[k]=
h

ui[k], . . . , ui[k�Nf+1]
iT

, (20)

fij [k]=
h

f

⇤
ij [0, k], . . . , f

⇤
ij [Nf�1, k]T, (21)

where (·)⇤, Re(·), Im(·) represent, respectively, the complex
conjugate, real and imaginary part of a complex scalar,
[·]H and [·]T denote the matrix hermitian and transpose,
respectively, diag(·) is the diagonal matrix formed with the
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elements of a vector and the expression
�

x[j]
 N2

j=N1
denotes

the row-vector [x[N1], . . . , x[N2]].

Proof: See Appendix A.
Fig. 4 shows the schematics of estimating the DFE tap-

weights and PN processes for the DFE-CPNT method, by
using the symbols ui, âi and Ei, i 2 {1, 2}, according to
(7)-(12) of Lemma 1. As can be seen from the figure and
the above lemma, the estimation of the DFE-FFF and the PN
processes are coupled together, similar to the joint estimation
approach adopted in [41], [49]. Additionally, the DFE-CPNT
scheme uses the symbol decisions to adapt the equalizer filter
coefficients and PN estimates. However, insertion of known
pilot symbols at regular intervals [41], [46] for both orthogonal
polarization transmissions is required for LMS convergence,
particularly when FEC codes are employed which facilitate
lower operating SNRs. Hence, the LMS adaptation for the
DFE-CPNT method operates in training mode when known
pilot symbols are transmitted and switches to a decision-
directed mode otherwise. The pilot-symbols density is chosen
to meet a desired trade-off between performance and trans-
mission overhead.

Due to the cross-talk between the two orthogonal polar-
izations in a DP system shown in Fig. 2, the CPNT phase
estimate '̂1 in (11) for the H-polarization branch attempts
to track the combined PN processes originating in the LOs
of the H-polarization transmitter-receiver pair and the V-
polarization transmitter. Consequently, the accuracy of the PN
estimates depends on the level of XPI and hence, on the
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Fig. 5. Detailed Rx-DSP block diagram for the adaptive XPIC and DFE-FTN equalization with IPNT.

cancellation performance of the DFE-based XPIC illustrated
in Fig. 3. Therefore, the overall performance can be improved
by reducing the interdependence between the PN estimation
and XPIC. To this end, we present a second joint equalization
and PN tracking method in the following.

B. DFE with Individual Phase Noise Tracking (IPNT)

The DFE with IPNT method estimates the transmitter and
receiver PNs of each polarization separately. The detailed
block diagram is shown in Fig. 5, where the de-rotation of
the filtered signal before the slicer-stage of the DFE is high-
lighted. This requires tracking of two additional PN processes
compared to the CPNT method. The receiver and transmitter
PN estimates for the i

th polarization branch, for i 2 {1, 2},
are denoted by ✓̂ri and ✓̂ti , respectively. Following the 2-D
FFF-FBF filtering and phase compensation, the sequences ỹi,
i = 1, 2, are passed to the FEC decoding. At the k

th time
instant, ỹi[k], i2{1, 2}, can be written as

ỹi[k]=e�j✓̂ti [k]

✓ 2
X

j=1

⇢Nf�1
X

⌫=0

fij [⌫, k]uj [k�⌫]e�j✓̂rj [k�⌫]

�
Nb
X

µ=1

bij [µ, k]âj [k�k0�µ]

�◆

. (22)

Assuming a slow variation of the PN processes as in
Section III-A, the LMS tracking algorithms for the equalizer
and the four PN estimates are given in the following lemma.

Lemma 2. The LMS update equations for equalizer tap
weights and PN estimates for the IPNT method are given by

f1[k+1]=f1[k]�↵̃e�j✓̂t1[k]P̃ [k]ug[k]E⇤
1 [k] , (23)

f2[k+1] = f2[k]�↵̃e�j✓̂t2[k]P̃ [k]ug[k]E⇤
2 [k] , (24)

b1[k+1] = b1[k]+�̃e
�j✓̂t1[k]âg[k]E⇤

1 [k] , (25)

b2[k+1] = b2[k]+�̃e
�j✓̂t2[k]âg[k]E⇤

2 [k] , (26)
✓̂t1 [k+1] = ✓̂t1 [k]� �̃t�t1[k] , (27)
✓̂t2 [k+1] = ✓̂t2 [k]� �̃t�t2[k] , (28)
✓̂r1 [k+1] = ✓̂r1 [k]� �̃r�r1[k] , (29)
✓̂r2 [k+1] = ✓̂r2 [k]� �̃r�r2[k] , (30)

where ↵̃ > 0, �̃ > 0, �̃t > 0, �̃r > 0 are the LMS step-size
parameters, the remaining variables for i2{1, 2} are defined
as in Lemma 1 and as below:

P̃ [k]=diag
⇣

e�j✓̂r1[k]
,...,e�j✓̂r1[k]

| {z }

Nf

, e�j✓̂r2 [k]
,...,e�j✓̂r2 [k]

| {z }

Nf

⌘

, (31)

�ti[k]= cos
⇣

✓̂ti [k]
⌘

Im (⇠i[k])� sin
⇣

✓̂ti [k]
⌘

Re (⇠i[k]) , (32)

⇠i[k]=
⇣

fH
i [k] P̃ [k]ug[k]�bHi [k] âg[k]

⌘

E⇤
i [k] , (33)

�ri [k]= Im
⇣

e�j
�

✓̂ri[k]+✓̂t1[k]
�

fH
1i[k]ui[k] E⇤

1 [k]

+ e�j
�

✓̂ri[k]+✓̂t2[k]
�

fH
2i[k]ui[k] E⇤

2 [k]
⌘

. (34)

Proof: See Appendix A.
By tracking the transmitter and receiver PN processes

independently, IPNT can outperform CPNT significantly, es-
pecially for HoM schemes that are more vulnerable to PN
distortions. We validate this claim through numerical simula-
tions in Section V.

The adaptive DFE schemes presented in this section, that
employ CPNT or IPNT for PN compensation, equalize the
combined ISI due to FTN and multipath reflections. While
the ISI induced by the multipath propagation is a-priori
unknown, the FTN-ISI stemming from the transmitter pulse-
shape and the receiver matched-filter is perfectly known at the
transmitters and receivers of both polarizations. Therefore, as
an alternative to a combined ISI equalization, a separate static
equalizer or pre-equalizer can be employed for FTN-ISI miti-
gation. In the following, we extend the LPE strategy proposed
in [44] to the DP-FTN transmission under consideration.

We note that the additive noise samples at the input to
the adaptive DFE-CPNT or DFE-IPNT presented in Sec-
tion III are colored due to FTN signaling [8]. While the
LMS filter tap adaptation algorithm remains the same under
colored noise [52], [53], the LMS convergence speed may
change compared to the white noise scenario due to the
increased eigenvalue spread of the auto-correlation matrix of
the equalizer inputs [52]–[54]. In fact, [52] shows that the
LMS algorithm under colored noise exhibits a directionality
of convergence, and hence, the speed of convergence with
colored noise can be faster or slower than that with white
noise, depending on the initialization of the filter tap weights.
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Fig. 6. LPE-FTN DSP, where the shaded blocks represent additional signal
processing compared to a DFE-FTN system.

Moreover, the steady-state MSE with colored noise can also
be either larger or smaller than that with white noise [53].
To this end, we finally note that one attractive choice in the
existing literature to counter the effects of colored noise due
to an FTN transmission is to employ a noise whitening filter
(WF) at the receiver [22], [55]. This can also be accomplished
through LPE [44], which uses a static FFF at the receiver to
whiten the colored noise samples induced by FTN. This serves
as an additional motivation to employ LPE in the considered
DP-FTN HoM transmission.

IV. XPIC WITH PRECODED FTN

Pre-equalization of the known FTN-ISI can be performed
through linear or non-linear precoding at the transmit-
ter [44], [56]–[58]. Since non-linear pre-equalization such as
Tomlinson-Harashima precoding [59], [60] can exhibit signif-
icant power-loss in an FTN system [44], we focus on linear
precoding schemes. We consider the LPE method presented
in [44] in the context of an SP transmission and apply it
to the DP system considered here to pre-compensate for the
FTN-ISI2. While LPE by itself is not a novel technique, in
the context of a DP-FTN HoM system, it has the following
differences compared to [44]: (a) the inputs to the LPE-FFF
at the DP receiver are corrupted with multi-path ISI, XPI and
PN, and (b) LPE-FBF and LPE-FFF are used in conjunction
with the DFE-CPNT and DFE-IPNT proposed in Section III
of our paper, which constitutes a combined equalizer and
PN cancellation structure for the DP transmission. As later
shown in Section V-C, this combined structure not only works
efficiently, but also outperforms the DFE-only equalization
scheme by significant SNR margins.

Fig. 6 illustrates the additional signal processing performed
at the transmitter and receiver of a DP LPE-FTN system com-
pared to an unprecoded transmission. At the LPE transmitter
of Fig. 6(a), each of the modulated data symbols a1 and a2 is
filtered by a static LPE-FBF b

LPE to produce the sequences
ã1 and ã2, respectively, before the digital-to-analog conversion
and pulse-shaping. Similarly, at the LPE receiver shown in
Fig. 6(b), the received symbols ui, i=1, 2, are filtered by the
static LPE-FFF f

LPE to generate the sequences ũi. Thereafter,

2We note that LPE FTN transmission corresponds to a spectral shape
modification and thus, it can also be interpreted as using a spectrally more
efficient pulse shape [44].

the samples ũi, i=1, 2, are processed by the adaptive 2-D DFE
to combat the residual interference and PN.

Since the FTN-ISI is perfectly known at the transmitters
and receivers for a given pair of � and ⌧ , the filters b

LPE and
f

LPE can be computed in advance, without any feedback from
the receivers. In addition to converting the effective FTN-ISI
into a minimum-phase impulse response, fLPE also serves the
purpose of whitening the noise samples [44], [50] at the 2-D
DFE input. The computational details of the LPE-FBF and
LPE-FFF are relegated to Appendix B.

Following the LPE-FFF stage at the receiver, the ISI induced
by FTN is completely eliminated for each polarization. The
residual effects of the multipath ISI, XPI and PN can be
subsequently compensated by the LMS-DFE with CPNT or
IPNT method. Numerical results presented in the following
section show that the combination of LPE precoding and an
adaptive 2-D DFE at the receiver outperforms a DFE-only
equalization approach. However, as mentioned earlier, LPE-
FTN modifies the spectral shape [44].

Finally, we remark that for the FTN equalization methods
proposed in Sections III and IV in this paper, we consider
DFE and linear precoding, which rely on the spectral factoriza-
tion [44], [50] of the overall FTN-ISI channel, stemming from
the transmitter pulse-shape and the receiver matched filter.
When ⌧ <

1
1+� , the presence of uncountably many spectral

zeros makes such factorization unrealizable [44]. Therefore,
similar to [44], [56], [57], for our current work, we assume
the following relation between � and ⌧ :

⌧ � 1

1 + �

. (35)

While this restriction limits ⌧ to be slightly above the Mazo
limit [2], [3] corresponding to the same minimum-distance
for a given �, the limiting value ⌧ = 1

1+� by itself is
significantly meaningful as this choice of ⌧ maximizes the
FTN capacity [61].

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we illustrate and validate the proposed
methods by way of numerical simulations. Due to absence
of previous works on DP-FTN HoM systems, we benchmark
the error-rate performances of the proposed methods against
Nyquist transmissions in the presence and absence of PN
distortions.

A. Simulation Setup

For the simulations, we consider the discrete-time baseband
DP-FTN HoM microwave communication system shown in
Fig. 2. FEC coding, modulation and FTN parameters for both
polarization branches are kept identical for evaluating the
average performance of the DP system. For our simulations,
we use a low-density parity-check (LDPC) code3 with rate 0.9
and codeword length 64800 bits, a random bit-interleaver, 256,

3The code is compliant with the second generation digital video broadcast-
ing standard for satellite (DVB-S2) applications [62], [63], and this is encoded
as an irregular repeat accumulate (IRA) code. LDPC decoding is performed by
iterative standard message passing algorithm [63], with the maximum number
of LDPC internal iterations set to 50.
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and ⌧=0.8 (FTN).

512 and 1024-QAM formats, and different FTN acceleration
factors ⌧ for the DP-FTN transmissions. As the roll-off factors
of the RRC filters in practical microwave systems can gener-
ally vary from 0.25 [12] to 0.5 [11], [14], [64], we have chosen
� = 0.25, 0.3 and 0.4 for presenting our results. We consider
a 23 Mbaud Nyquist symbol rate for each polarization, which
is effectively 23

⌧ Mbaud with FTN signaling for the same
bandwidth [8].

To simulate the Wiener PN processes, we have considered
equal contributions of PN due to the transmitter and receiver
LOs, such that �wti

=�wri
, and ��=

q

�

2
wti
+�2

wri
=0.13� [17],

[18], i=1, 2, corresponding to a PN level of �95 dBc/Hz at
100 kHz offset from the center frequency for a 23 Mbaud
symbol rate as in [19], [46].

The multipath reflections and XPI, which are assumed to be
unknown to the transmitters and receivers, are simulated as a
2⇥2 ISI channel matrix similar to [14]. The matrix elements
are modeled by Rummler’s well-known fixed-delay, two-ray
model [20], such that the frequency response of each element
of the channel matrix can be written as a function of frequency
f as

Sij(f)=aij



1�10�
dN,ij

20 ej2⇡(f�fN,ij)⌧0

�

, i, j2{1, 2}. (36)

In (36), dN,ij is the notch-depth set to 5 dB and 3 dB for
i= j and i 6= j, respectively, fN,ij is the notch-frequency set
to 10 MHz and 7 MHz for i= j and i 6= j, respectively, ⌧0=
6.3 ns is a fixed-delay, and aij is a gain constant normalized
to produce unit energy co-polarization channels when i = j

and a 15 dB attenuation for i 6= j, such that the DP-system
has a 15 dB cross-polarization discrimination (XPD) value as
in [13], [19].

We consider a 15-tap FFF and a 11-tap FBF for the adaptive
DFE. An initial amount of pilot symbols are inserted at
the beginning of transmission to ensure LMS convergence,

30 31 32 33 34 35 36
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Fig. 8. MSE vs. SNR for 1024-QAM DP-Nyquist systems, illustrating the
gains of DFE-IPNT over DFE-CPNT for different XPD values. �=0.4, ⌧=1
(Nyquist).

during which the adjustable filter tap-coefficients converge
to nearly stationary values as in [41], [49]. Thereafter, four
quarternary phase-shift keying (QPSK) training symbols, with
the same average power as the data symbols, are transmitted
after every 200 data symbols for each polarization, causing
a 2% pilot-transmission overhead [17]. The adaptive LMS-
DFE switches between training and decision-directed modes
across the blocks of pilots and data transmission, respectively.
Similar to [41], the step-size parameters associated with the
DFE filter tap-weights are chosen to be smaller than those of
the PN-estimators to account for faster time-variation of carrier
phases over the multipath channel, and their values, together
with the decision delay k0, are optimized to minimize the
steady-state MSE. For the DP LPE-FTN system, additional
static FBFs and FFFs with 12 and 15 taps, respectively, are
applied at the transmitters and receivers of both polarizations
as described in Section IV. Following equalization and PN
mitigation, soft-demapping is performed on the DFE-outputs
and the log-likelihood ratios (LLRs) are passed on to the
LDPC decoder.

For the subsequent performance analyses in this section, we
consider the DP-Nyquist and the DP-FTN transmissions with
the same average transmit power. The error-rate simulations
and the SEs of different systems are evaluated as a function
of SNR, which for the i

th polarization data stream, i=1, 2, is
computed from (3) as

SNR =
E(|si[k]|2)

�

2
ni

, (37)

where E(·) denotes the expectation operator and si is the signal
component of the received samples ui in (3), i=1, 2, such that

si[k] = ej✓ri [k]
2
X

j=1

X

l

rj [k�l]ej✓tj [k�l]
hij [l] , (38)
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where the sequences rj , j=1, 2, correspond to the modulated
symbols aj for the unprecoded systems, and the precoded sym-
bols ãj for the LPE precoded FTN transmissions, respectively.

B. Performance with DFE-FTN

We first investigate the efficiency of the proposed algorithms
by conducting the following two performance comparisons:
(a) CPNT vs. IPNT method, and (b) DP-Nyquist vs. DP-FTN
transmissions. For this, we consider the adaptive DFE with
the PN mitigation techniques presented in Section III. Fig. 7
shows the coded bit-error rate (BER) performance measured
after the LMS convergence. For the computer simulations, 300
codewords are transmitted in each polarization branch, and
the average BER performance of both polarization streams
is evaluated. For the plots in Fig. 7, the RRC roll-off factor
is set to �=0.4, and the DP-FTN transmissions use an FTN
acceleration factor ⌧=0.8. As a reference, we also include the
BER performances for the idealized case that the Nyquist and
FTN transmissions are not affected by PN distortions, labeled
as ‘Nyq (⌧=1), w/o PN’ and ‘FTN, w/o PN’, respectively, in
the figure. Moreover, we have included another benchmark
plot in Fig. 7 that serves as an additional reference. The
one with the label “Nyq (⌧ = 1), Falconer” represents the
implementation of the method presented in [41] for an SP
communication system having the same multi-path ISI and
PN simulation setting described in Section V-A.

A comparison of the DFE-CPNT and DFE-IPNT from
Fig. 7 shows that the IPNT method outperforms the CPNT
technique by 0.55 dB and 3.2 dB for a Nyquist transmission,
employing 256 and 1024-QAM, respectively. This indicates
that the IPNT exhibits larger gains over the CPNT, particularly
for higher modulation formats. Moreover, for both Nyquist and
FTN transmissions with 256-QAM, the performance with the
IPNT scheme can be observed in Fig. 7 to be within ⇠0.5 dB
from that of a zero-PN system. However, the performance
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degradation in the presence of PN increases to 1.75 dB
with the 1024-QAM Nyquist transmission due to enhanced
vulnerability of higher modulation orders to PN impairments.
Additionally, we also notice from Fig. 7 that when the XPI is
negligibly small with an XPD value of 100 dB, the adaptive
DFE-IPNT method, indicated by the label “Nyq (⌧ = 1),
IPNT100” is able to achieve similar BER performance as that
of the SP transmission.

To perform a more comprehensive comparison between
the IPNT and CPNT methods, we recall from Section III
that the gains of DFE-IPNT over DFE-CPNT increase for
higher modulation orders as the XPI grows stronger, i.e. for
smaller values of XPD [13], [19]. We verify this claim in
Fig. 8 by plotting the steady-state MSE averaged over the two
polarization data streams as a function of SNR, for a 1024-
QAM DP-Nyquist transmission with varying XPD values. As
shown in Fig. 8, both IPNT and CPNT yield similar MSEs for
milder XPI when XPD = 30 dB. However, as the cross-talk
between the two orthogonal polarizations increases, the MSE
for IPNT shows significant improvement over CPNT. When
the XPI is severe with XPD = 10 dB, the average MSE with
the DFE-IPNT scheme can be seen to be 4 dB lower compared
to that of the DFE-CPNT at an SNR of 36 dB.

We now proceed to analyze the performance difference
between Nyquist and FTN signaling. For this, we first compare
the BER of a 256-QAM Nyquist system with that of a 256-
QAM FTN transmission. Fig. 7 shows that employing the
same modulation order and the DFE-IPNT method, the DP-
FTN system offers a 25% increase in the data rate, correspond-
ing to an FTN acceleration factor 0.8, over the DP-Nyquist
system at the price of a 3.5 dB SNR penalty. Additionally, in
Fig. 7, we also perform a comparison between a 1024-QAM
Nyquist system and a 256-QAM FTN transmission having
⌧ = 0.8, such that both systems achieve the same data rate.
For example, with a 23 Mbaud Nyquist symbol rate and a
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LDPC code rate of 0.9, both DP systems employing different
modulation schemes yield a data rate of 414 Mbits/sec. Fig. 7
highlights a performance gain of 3.3 dB for the 256-QAM
FTN system over the 1024-QAM Nyquist transmission. This
suggests that in the presence of PN, with the DFE-IPNT
method, a DP-FTN system can significantly outperform a DP-
Nyquist transmission that uses a higher modulation format to
produce the same data rate.

However, the adaptive DFE described in Section III needs
to equalize the combined ISI due to multipath propagation and
FTN. As we shall observe in the following, the BER perfor-
mance of the DP-FTN transmission can be further improved
by eliminating the residual FTN-ISI by way of LPE precoding
at the transmitter as presented in Section IV.

C. Performance with LPE-FTN

Fig. 9 shows the average BER of the two polarizations for
a 256-QAM LPE precoded DP-FTN system with ⌧ = 0.8.
Moreover, the RRC roll-off factor is set to � = 0.4, except
for the two plots indicated by the label “� = 0.3”. The
figure also includes the Nyquist and DFE-FTN BER curves
from Fig. 7 to highlight the gains offered by precoding over
unprecoded transmissions. The FTN systems for 256-QAM
that employ adaptive DFE to equalize the combined ISI due
to multipath and FTN-ISI are labeled by ‘256Q DFE, CPNT’
and ‘256Q DFE, IPNT’. The precoded DP-FTN systems
using LPE for pre-mitigating FTN-ISI are indicated by labels
‘256Q LPE, CPNT’ and ‘256Q LPE, IPNT’. We observe that
the LPE-FTN transmission provides a performance gain of
2.2 dB over the DFE-FTN DP system. For this, LPE uses an
additional static FFF at the receiver with 15-taps before the
adaptive 15-tap DFE-FFF for each polarization as described
in Section IV. For a fair comparison between the precoded
and unprecoded systems, we have also plotted the BER of
a DFE-FTN transmission that uses 30 taps for the adaptive
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Fig. 12. Empirical CCDF of the instantaneous power with average transmit
power = 0 dBW. 256-QAM, �=0.3 and 0.4, ⌧ =1 (Nyquist) and ⌧ =0.8
(FTN).

DFE, labeled ‘256Q DFE, IPNT, 30 FFF’ in Fig. 9, in order
to account for the additional LPE filtering at the receiver.
However, we note an only marginal improvement with the
longer DFE filters. Additionally, Fig. 9 shows 256-QAM LPE-
FTN gains of 5.5 dB and 3.6 dB over the 1024-QAM Nyquist
systems, with �=0.4 and 0.3, respectively. The reduction in
gain due to a lower roll-off and the same FTN acceleration
factor can be attributed to the stronger FTN-ISI.

The benefits of the DP-FTN HoM systems considered in
this paper can be characterized by the SE improvements they
provide. The SE value for the i

th polarization data stream,
i= 1, 2, with the RRC roll-off �, FTN factor ⌧ , modulation
order Mi, and a code-rate Ri, can be written as

SE =
Ri log2(Mi)

(1 + �)⌧
bits/sec/Hz/polarization . (39)

Fig. 10 shows the SE achieved, per polarization, by the
proposed DP-HoM systems as a function SNR, with different
values of � and ⌧ . The required SNR to attain a given SE
corresponds to an average BER of 10�6 for the respective
systems. In Fig. 10, we have also included the normalized
constrained capacities [61] corresponding to different roll-off
factors in an SP transmission without PN, as a reference. We
note that the normalized capacity with � = 0 is superior to
those of the other RRC pulse-shapes having � > 0 [61]. As
observed from the SE values in the figure, for example, a 256
and a 1024-QAM Nyquist transmission correspond to 5.14 and
6.43 bits/sec/Hz/polarization, respectively, with � = 0.4, and
LDPC code rate 0.9. The SE figures improve with decreasing
filter bandwidths as shown for the RRC roll-offs 0.25 and 0.3.
We note that by using the FTN factors 0.8 and 0.89, a 256-
QAM FTN system can achieve the same SE as a 1024-QAM
and a 512-QAM Nyquist transmission, respectively. In Fig. 10,
the comparison between the Nyquist and FTN systems that
yield the same SE shows that a 256-QAM DP-FTN system
with ⌧ = 0.8, using IPNT PN mitigation method and LPE
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TABLE II
COMPUTATIONAL COMPLEXITIES: CPNT VS. IPNT

Operation CPNT IPNT
Complex Addition/Subtraction 8Nf+4Nb+4=168 12Nf+8Nb+16=284

Complex Multiplication/Division 12Nf+4Nb+16=240 24Nf+8Nb+24=472
Total Complex Calculations 408 756

Hard Symbol-Decisions 2 2

precoding, can demonstrate a 5.5 dB SNR advantage compared
to the 1024-QAM Nyquist system for � = 0.4. Similarly, a
256-QAM DP LPE-FTN system with ⌧ = 0.89 outperforms
a 512-QAM Nyquist system by an SNR margin of 2.9 dB
for �=0.25. Moreover, the 256-QAM precoded FTN systems
with different ⌧ values can be seen to offer a 12�25% higher
SE than the 256-QAM Nyquist signaling with a 0.7�3.2 dB
SNR penalty.

Next, we show the PN tolerance of different modulation
schemes employing the proposed methods with varying PN
intensities. In Fig. 11, we have plotted the additional SNR
required over the respective ideal systems that are not affected
by PN distortions, to attain a coded BER of 10�6, for each
value of �� defined in Section V-A. The figure suggests
that lower modulation orders offer higher tolerance to PN
distortions. For example, when �� = 0.2�, 512 and 1024-
QAM Nyquist systems show 0.7 dB and 2.9 dB additional
SNR penalty from the respective zero-PN reference systems
compared to a 256-QAM system. Moreover, at the same SNR
distance, e.g. 1 dB from the corresponding zero-PN reference
systems, 256-QAM and 512-QAM DP systems tolerate an
additional �� = 1.3� and 0.08�, respectively, over a 1024-
QAM DP-Nyquist transmission, using IPNT PN mitigation
method. Furthermore, the PN tolerance of the 256-QAM FTN
system is observed to be comparable with that of the 256-
QAM Nyquist transmission.

The performance benefits of the LPE precoded FTN systems
come at the expense of a possible increase in PAPR. We inves-
tigate the PAPR behavior of the precoded and unprecoded 256-
QAM FTN systems by plotting the empirical complementary
cumulative distribution function (CCDF) of the instantaneous
power in Fig. 12. With RRC roll-off 0.3 and 0.4, we also
include the PAPR results for the Nyquist transmissions em-
ploying 256-QAM for comparison. All transmission schemes
are normalized to the same average transmitted power of
0 dBW, such that the ‘X-axis’ spread to the right hand side
of the X = 0 dBW line determines the deviation of the
peak power from the average power, i.e. PAPR, with the
corresponding probability shown along the ‘Y-axis’. Fig. 12
suggests that FTN signaling can exhibit a 0.75�0.9 dB higher
PAPR than the Nyquist transmission at a CCDF value 10�4.
Moreover, PAPR with an FTN transmission increases slightly
with smaller RRC roll-off factors as FTN-ISI grows stronger.
However, as seen in the figure, the LPE-precoded FTN systems
yield only a marginally higher PAPR than the unprecoded FTN

transmissions4.

D. Computational Complexity Analysis

In this section, we present an analysis of the computational
cost for the proposed CPNT and IPNT methods. The number
of the mathematical operations needed during every symbol
period of the DP transmission is furnished in Table II as
a function of Nf and Nb. To illustrate this analysis with
further clarity and ease of comparison, a specific example,
corresponding to our simulation setting Nf =15 and Nb=11,
is also provided. The numbers in Table II reveal that the imple-
mentation complexity to update the IPNT estimates according
to (23)-(30) is slightly higher than that of the CPNT adaptation
given in (7)-(12), at the cost of a significantly superior BER
performance demonstrated in Section V-B. Moreover, Table II
shows that the LMS adaptation in the decision-directed mode
performs two hard symbol decisions for the employed QAM
constellation. The table entries also reveal that the number
of complex calculations required for the PN and equalizer-
taps adaptation does not depend on the modulation order.
Therefore, our proposed methods show ease of scalability with
higher modulation formats.

VI. CONCLUSIONS

A synchronous DP-FTN HoM transmission is an attractive
choice to increase the SE in fixed wireless backhaul links.
However, the SE improvements offered by such a system
comes at the expense of introducing ISI, XPI and vulner-
ability to PN. Using FTN signaling in a DP transmission
can moderate the need for adopting very high modulation
orders that are more sensitive to PN distortions. In this paper,
DP-FTN HoM systems have been investigated for the first
time. In order to equalize interference and recover carrier
phase, we proposed a joint XPIC and PN compensation
scheme coupled with an adaptive LMS-DFE. The ISI induced
by FTN is mitigated either through the LMS-DFE at the
receiver or linear pre-equalization at the transmitter. Numerical
results for a microwave radio transmission show that an FTN
signaling with the proposed interference mitigation schemes
can exhibit as high as 3�5.5 dB performance improvement
over a Nyquist transmission that employs a higher modulation
order to achieve the same data rate. Alternatively, for a
given modulation scheme, a DP-FTN signaling can offer a
12�25% SE enhancement over a DP-Nyquist signaling with
a 0.7�3.2 dB SNR degradation.

4We remark that the consideration of PAPR reduction schemes, such as [65]
for FTN transmission, and their operation in tandem with pre-distortion
methods usually applied for microwave systems using HoM, is an interesting
extension to mitigate and analyze the effects of PAPR increase.
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APPENDIX A
LMS UPDATE EQUATIONS

A. Proof of Lemma 1

To derive the LMS update equations, we rewrite (6) in a
more compact way as follows, with the assumption that the PN
estimates '̂1 and '̂2 are practically constant over the duration
of Nf symbols, corresponding to the FFF length, due to slow
PN variation [18], [41], [43]:

y1[k] = fH
1 [k]P [k]ug[k]�bH1 [k] âg[k] , (40)

y2[k] = fH
2 [k]P [k]ug[k]�bH2 [k] âg[k] . (41)

Now, the total MSE over the two polarizations can be written
as

MSETot=E
�

|E1[k]|2
�

+E
�

|E2[k]|2
�

, (42)

where Ei[k] = yi[k]�âi[k�k0] represents the error signal for
the i

th branch, with i= 1, 2 corresponding to the H and the
V-polarization, respectively.

The gradient of MSETot with respect to f⇤
1 [k] follows

from (40) and (42) as

@MSETot

@f⇤
1 [k]

=
@E

�

|E1[k]|2
�

@f⇤
1 [k]

(43)

= E


E⇤
1 [k]

@E1[k]
@f⇤

1 [k]

�

(44)

= E
⇥

P [k]ug[k]E⇤
1 [k]

⇤

. (45)

Similarly, the corresponding gradients of MSETot with
respect to other filter-tap weights and the PN estimates can
be computed as

@MSETot

@f⇤
2 [k]

= E
⇥

P [k]ug[k]E⇤
2 [k]

⇤

, (46)

@MSETot

@b⇤1[k]
= �E

⇥

âg[k]E⇤
1 [k]

⇤

, (47)

@MSETot

@b⇤2[k]
= �E

⇥

âg[k]E⇤
2 [k]

⇤

, (48)

@MSETot

@'̂1[k]
= 2E

h

Im
�

e�j'̂1[k]
 1[k]

�

i

, (49)

@MSETot

@'̂2[k]
= 2E

h

Im
�

e�j'̂2[k]
 2[k]

�

i

. (50)

Now, following the same reasoning as in [41], [49], the mini-
mum MSE with the CPNT method can be achieved by jointly
adjusting the tap weights and the PN estimates in proportion
to negative values of the respective gradients in (45)-(50).
Using the instantaneous values, at a time instant k, as a set of
unbiased estimators for the corresponding gradients [51], we
get the LMS update equations (7)-(12).

B. Proof of Lemma 2

For the IPNT method, we can rewrite (22) as

ỹ1[k] = e�j✓̂t1 [k]
⇣

fH
1 [k] P̃ [k]ug[k]�bH1 [k] âg[k]

⌘

, (51)

ỹ2[k] = e�j✓̂t2 [k]
⇣

fH
2 [k] P̃ [k]ug[k]�bH2 [k] âg[k]

⌘

. (52)

The overall MSE across both polarizations takes the form

MSEIPNT=E
⇣

|Ẽ1[k]|2
⌘

+E
⇣

|Ẽ2[k]|2
⌘

, (53)

with Ẽi[k] = ỹi[k]�âi[k�k0], i2{1, 2}. The expressions for
the gradients follow as

@MSETot

@f⇤
1 [k]

= E
⇥

e�j✓̂t1 [k]P̃ [k]ug[k]E⇤
1 [k]

⇤

, (54)

@MSETot

@f⇤
2 [k]

= E
⇥

e�j✓̂t2 [k]P̃ [k]ug[k]E⇤
2 [k]

⇤

, (55)

@MSETot

@b⇤1[k]
= �E
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1 [k]
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, (56)

@MSETot

@b⇤2[k]
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, (57)
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�
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, (58)
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@✓̂t2 [k]
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�
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, (59)

@MSETot
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= 2E
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�r1 [k]
⇤

, (60)

@MSETot

@✓̂r2 [k]
= 2E

⇥

�r2 [k]
⇤
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Following a similar argument as in the proof of Lemma 1,
(54)-(61) leads to (23)-(30), which completes the proof.

APPENDIX B
LPE-FFF AND LPE-FBF COMPUTATIONS

To derive the expressions for the LPE-FFF and LPE-FBF
as in [44], we note that the discrete-time FTN-ISI impulse
response for each of the polarization branches can be written
as a function of the transmitter pulse-shape and the receiver
matched filter as

g[n] = (p ⇤ q)(n⌧T ) , (62)

where q(t) = p

⇤(�t) and ⇤ denotes the linear convolution.
Introducing G = Z (g), with Z(·) being the z-transform,

we can write the following spectral factorization [50]:

G(z) = �V (z)V ⇤ �
z

�⇤�
, (63)

such that V (z) is causal, monic and minimum-phase, and �> 0
is a scaling factor used to ensure V (z) is monic. As shown
in [44], the necessary and sufficient condition for the above
spectral factorization is given by

⌧ � 1

1 + �

. (64)

Now, denoting the z-transforms of bLPE and f

LPE by  (z)
and ⇣(z), respectively, we can write

 (z) = V (z) , (65)

⇣(z) =
1

�V

⇤ (z�⇤)
. (66)
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