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Broadcast Channel with Confidential Messages and
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Abstract—We study the design of linear precoders for secure
transmission in the two-user multiple-input single-output (MISO)
broadcast channel with confidential messages (BC-CM). The
transmitter has multiple antennas, and each user has a single
receive antenna. Two independent messages are simultaneously
transmitted, one intended for each user, and each message
should be kept confidential from the other user. Assuming real-
valued transmitted signals, we design the linear precoders subject
to total and per-antenna average power constraints, and also
subject to amplitude constraints. In both cases, we tackle the
design problem via weighted secrecy sum rate maximization.
The resulting problem, however, involves a fractional objective,
making it nonconvex and difficult to solve. Nevertheless, we
show that this difficult problem can be transformed into a more
tractable problem, for which a solution can be obtained by
an iterative search algorithm. In addition, we characterize a
condition under which the obtained solution is guaranteed to be
optimal. Furthermore, we show that the problem formulation
and solution approach can be easily extended to handle the
robust version of the design problem with uncertain channel
information. We provide numerical examples to demonstrate the
performance of the proposed precoder in terms of the achievable
secrecy rate regions subject to the aforementioned constraints.
We also demonstrate the performance of the robust precoder
under different channel uncertainty levels.

Index Terms—Amplitude constraint, MISO broadcast channel
with confidential messages, per-antenna power constraint, robust
linear precoding, secrecy rate region.

I. INTRODUCTION

THE foundations of information-theoretic security were
laid down by Wyner in his seminal paper [1] that stud-

ied the problem of secret communication over the degraded
broadcast channel. In that paper, Wyner introduced the so-
called wiretap channel model to describe the scenario in
which the transmitter has a secret message intended for one
receiver, while the other receiver, whose channel is degraded,
acts only as an eavesdropper. Wyner also proposed the notion
of secrecy capacity as a performance measure that specifies
the maximum communication rate that guarantees reliable
reception of the secret message by the intended receiver, and
entire hiddenness from the eavesdropper. This motivated the
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characterization of the secrecy capacity of the scalar Gaussian
wiretap channel [2]. Wyner’s model was then extended to the
(nondegraded) broadcast channel in which the eavesdropper’s
channel need not be degraded [3]. Such an extension has
ultimately led to the characterization of the secrecy capacity
of the multiple-input single-output (MISO) and multiple-input
multiple-output (MIMO) Gaussian wiretap channels [4], [5].

The wiretap channel model was further extended in [6]
to the two-user broadcast channel with confidential messages
(BC-CM), and the secrecy capacity region was adopted as
the performance measure. This model captures the practically
relevant scenario in which the transmitter has two independent
secret messages, one intended for each receiver, and each
message should be kept confidential from the other receiver.
Achievability of the secrecy capacity region of the two-user
MISO BC-CM was established in [7] using the so-called
secret dirty-paper coding (S-DPC) scheme under the total
(average) power constraint. This coding scheme was then
extended in [8] to the MIMO BC-CM, and it was shown that
the secrecy capacity region is rectangular under the matrix
power (or input covariance matrix) constraint. Under the total
power constraint, however, the secrecy capacity region can be
only found by performing an exhaustive search over the set
of all input covariance matrices that satisfy the total power
constraint. Due to the complexity of S-DPC and the lack
of a simple solution to the practical case of total power
constraint, the authors in [9] proposed a low-complexity linear
precoding scheme for the two-user MIMO BC-CM based on
generalized singular value decomposition. The work in [10]
also characterized a secrecy rate region for the two-user MIMO
BC-CM under the total power constraint via formulating a
nonconvex weighted secrecy sum rate maximization problem.
An iterative algorithm based on a block successive lower-
bound maximization method was proposed to solve such a
nonconvex problem.

In practical multiple-antenna systems, each antenna element
is equipped with a separate power amplifier. Therefore, per-
antenna power constraints are often necessary to model hard-
ware limitations in practical systems. With such constraints,
however, the design problem may become more difficult
to handle. Nonetheless, several works in the literature have
considered the transmitter optimization problem subject to
per-antenna power constraints [11]–[15]. In [11], the authors
considered the design of zero-forcing (ZF) linear precoders
for weighted sum rate maximization in the multi-user MISO
broadcast channel. For the multi-user MIMO case, the authors

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TSP.2017.2745454

Copyright (c) 2017 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



2 IEEE TRANSACTIONS ON SIGNAL PROCESSING, ACCEPTED FOR PUBLICATION, AUGUST 2017

in [12] studied the design of linear transceivers for weighted
sum rate and minimum-rate maximization. More recently, the
authors in [13] have shown that beamforming is optimal
for the point-to-point MISO channel subject to joint total
and per-antenna power constraints. Furthermore, the capacity
region of the bidirectional MISO channel was characterized
in [14] under per-antenna power constraints. For the MIMO
wiretap channel, the problem of finding the optimal transmit
covariance matrix appears to be difficult to solve, even under
the total power constraint. Therefore, the authors in [15] have
proposed a suboptimal transmit solution based on alternating
optimization methods. The proposed approach can handle
general covariance constraints, including total and per-antenna
power constraints.

Besides power constraints, hardware limitations can impose
a more stringent constraint, namely, the amplitude constraint.
A typical example is optical wireless communication sys-
tems in which the data signal is transmitted by the means
of modulating the output intensity of light-emitting diodes
(LEDs) [16]. Because of the limited dynamic range of typical
LEDs, amplitude constraints on the input current signal are
necessary to ensure linear electro-optical conversion and avoid
nonlinear distortion. In fact, all practical systems transmit
codewords and signals that are limited in amplitude. Unfor-
tunately, amplitude constraints are more difficult to handle,
and there is no computable channel capacity expression even
for the simple scalar channel [17]. Therefore, lower and
upper bounds on the channel capacity have been derived [18],
[19]. For the multi-user MISO broadcast channel, the authors
in [20] studied the transmitter optimization problem based
on linear precoding subject to amplitude constraints. For the
MISO wiretap channel, secrecy rate maximization via transmit
beamforming was considered in [21].

In this paper, we study the design of linear precoders for
the two-user MISO BC-CM subject to total and per-antenna
power constraints, and also subject to amplitude constraints.
After fixing the input distribution, our goal is to find linear
precoders that achieve the boundary points of the secrecy rate
region. To this end, we formulate the precoder design problem
as a weighted secrecy sum rate maximization problem, sub-
ject to any of the aforementioned constraints. The resulting
problem, however, has a fractional objective function, making
it nonconvex and difficult to solve. To circumvent such a
difficulty, we first simplify the objective function using a lower
bound on the weighted secrecy sum rate. Then, we transform
the maximization problem into an equivalent problem with
only two variables. We show that the equivalent problem is
more tractable and can be solved iteratively with a subgradient
search. In each iteration, we solve the dual of a convex inner
problem to update the value of the outer problem, and also to
obtain a subgradient vector that specifies the search direction
for the next iteration. We characterize a condition under which
the obtained solution is guaranteed to be globally optimal.
Furthermore, we show that the inner problem can be easily
modified to take into account channel uncertainty caused by
limited feedback from the receivers. This leads us to the design
of robust linear precoders that guarantee a certain worst-case
secrecy rate performance.

The main contributions of this paper are summarized as
follows:
• We propose a practical linear precoding scheme that en-

tails low implementation and computational complexities.
• We transform the precoder design problem, which is a

difficult nonconvex problem with 2N variables, where N
is the number of transmit antennas, into a more tractable
problem with only two variables. We show that the result-
ing problem can be solved iteratively with a subgradient
search, where each iteration involves a convex problem
that can be efficiently solved.

• Our formulation of the design problem can handle any
convex constraints on the channel input, including total
and per-antenna power constraints, and amplitude con-
straints. Such constraints are essential to model hardware
limitations in practical systems.

• Furthermore, our formulation of the problem can handle
uncertainty in channel information in order to design
robust precoders. Unlike conventional encryption tech-
niques, the performance of physical-layer security sys-
tems is inherently sensitive to channel estimation errors.
Therefore, robust transmission schemes are necessary to
alleviate performance sensitivity in practical systems.

To the best of our knowledge, this paper is the first work
to consider linear precoding for the two-user MISO BC-
CM, subject to per-antenna power or amplitude constraints.
Furthermore, it is the first work to consider robust precoding,
for the same channel, by taking channel uncertainty into
account.

In the remainder of this section, we declare the notation used
throughout the paper. The system model, precoding scheme,
and transmit constraints are described in detail in Section II.
In Section III, we solve the precoder design problem under
the premise of perfect channel information. In Section IV,
we extend the design problem to its robust counterpart by
considering uncertainty in channel information. In Section V,
we provide our numerical examples to illustrate the achievable
secrecy rate regions of the proposed precoder. We conclude the
paper in Section VI.

Notation: The set of N -dimensional real-valued numbers
is denoted by RN , and the set of N -dimensional nonnegative
real-valued numbers is denoted by RN+ . Vector and matrix
transposition is denoted by the superscript T, and the matrix
trace is denoted by Tr(·). The N -dimensional identity matrix
is denoted by IN . We denote the l2-norm of the vector x
by ‖x‖2, and the Frobenius norm of the matrix X by ‖X‖F.
We denote the expectation of the random variable X by
E{X}, the differential entropy of X by h(X), and the mutual
information between X and Y by I(X;Y ). The Gaussian
distribution with zero mean and variance σ2 is denoted by
N (0, σ2), and the uniform distribution over the interval [−a, a]
is denoted by U [−a, a]. Finally, we use the subscripts 1 and 2

to denote relevance to Users 1 and 2, respectively.

II. SYSTEM MODEL

In this section, we describe the channel model, the linear
precoding scheme, the achievable secrecy rate regions, and the
constraints imposed on the transmitted signal vector.
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A. The Two-User MISO BC-CM

We study the problem of secret communication between
one transmitter and two independent receivers over the Gaus-
sian MISO broadcast channel. The transmitter has N ≥ 2
antennas1, and each receiver has a single antenna. In each
communication session, the transmitter has two independent
confidential messages, one intended for each receiver. The two
messages are simultaneously broadcasted, and the transmitter
shall ensure that each message can be reliably decoded by its
intended receiver, and is kept confidential from the other one.

We assume narrowband transmission over a quasi-static,
i.e., nonfading, Gaussian broadcast channel. The transmitted
and received baseband signals, as well as the channel gain
vectors, are real-valued, i.e., the carrier phase is not modulated.
This model is typical for intensity-modulation, direct-detection
optical wireless communication systems that utilize LEDs for
data transmission2 (see, for example, the channel model in
[21, Section II-B]), and is also applicable to radio frequency
(RF) systems utilizing amplitude modulation schemes, such as
amplitude-shift keying (where the baseband data symbols are
real-valued). Under these assumptions, the signals observed by
the two receivers can be expressed as

y1(t) = hT
1 x(t) + n1(t), (1a)

y2(t) = hT
2 x(t) + n2(t), (1b)

where x(t) ∈ RN is the transmitted signal vector, h1 ∈ RN
and h2 ∈ RN are the channel gain vectors, and n1(t) ∼
N (0, σ2

1) and n2(t) ∼ N (0, σ2
2) are Gaussian noise samples.

For notational simplicity, and without loss of generality, we
assume that3 σ2

1 = σ2
2 = σ2. We also assume that h1 and h2

are linearly independent to ensure that the MISO broadcast
channel in (1) is nondegraded.

Let X be an input random vector that satisfies the con-
straints on the channel input, and Y1 and Y2 be the output
random variables. Also let V 1 and V 2 be auxiliary random
variables. Then, it was shown in [6, Theorem 4] (see also
[7, Lemma 2]) that for any joint probability density function
(PDF) p(V 1,V 2,X, Y1, Y2) that can be written as4

p(V 1,V 2) p(X|V 1,V 2) p(Y1, Y2|X),

the rate pair (R1, R2) satisfying

0 ≤ R1 ≤ I(V 1;Y1)− I(V 1;Y2|V 2)− I(V 1;V 2), (2a)
0 ≤ R2 ≤ I(V 2;Y2)− I(V 2;Y1|V 1)− I(V 1;V 2) (2b)

is achievable for the two-user MISO BC-CM in (1). Achiev-
ability of the rate pair in (2) was proved based on a double-
binning scheme [7, Section IV]. Thus, given a joint PDF
p(V 1,V 2,X), the achievable secrecy rate region can be
determined using (2). On the other hand, given a certain
constraint on the channel input X , it remains unclear how

1We use the term antenna to refer to general transmit and receive elements.
For example, in an optical wireless communication link, the transmit antenna
would be an LED, and the receive antenna would be a photodiode.

2LEDs are incoherent light sources, i.e., they emit photons with random
phases, and thus the carrier phase cannot be modulated.

3This assumption can be always satisfied by properly scaling y1(t) or y2(t).
4In other words, (V 1,V 2)→X → (Y1, Y2) forms a Markov chain.

to choose p(V 1,V 2,X) such that the secrecy rate region
is maximized. For the case of total power constraint, it was
shown that the secrecy capacity region of the MISO BC-CM
in (1) can be characterized in closed-form [7, Theorem 1],
and the boundary points are achievable with the S-DPC
scheme. This scheme, however, is difficult to implement in
practice [9]. In addition, with per-antenna power constraints,
there is no closed-form characterization, and apparently the
secrecy capacity region can be only found via an exhaustive
search over all input covariance matrices that satisfy the per-
antenna power constraint. Furthermore, the S-DPC scheme
proposed in [7] does not seem to be applicable to the case
with amplitude constraints. This motivates us to consider the
linear precoding scheme described in the next subsection.

B. Linear Precoding

We study the secrecy performance of the two-user MISO
BC-CM in (1) when the transmitted signal vector x(t) is
constructed as

x(t) = w1s1(t) +w2s2(t) = Ws(t), (3)

where w1 ∈ RN and w2 ∈ RN are fixed beamformers, s1(t) ∈
R and s2(t) ∈ R are independent symbols (or codewords)
intended for Users 1 and 2, respectively, W = [w1 w2] is
termed as the precoding matrix, or simply the precoder, and
s(t) = [s1(t) s2(t)]

T is the vector of transmitted symbols.
Although suboptimal, the precoding scheme in (3) is simple
to implement. Furthermore, it will enable us to handle per-
antenna power or amplitude constraints.

Substituting (3) back into (1), the signals received at both
users can be written as

y1(t) = hT
1 w1s1(t) + hT

1 w2s2(t) + n1(t), (4a)

y2(t) = hT
2 w1s1(t) + hT

2 w2s2(t) + n2(t). (4b)

Let S1 and S2 denote the random variable counterparts of
s1(t) and s2(t), respectively. Then, the transmission scheme
in (3) corresponds to choosing

V 1 = w1S1, V 2 = w2S2, and X = V 1 + V 2. (5)

Substituting from (5) back into (2), the achievable secrecy rate
pair in (2) can be written as

0 ≤ R1 ≤ I(S1;Y1)− I(S1;Y2|S2), (6a)
0 ≤ R2 ≤ I(S2;Y2)− I(S2;Y1|S1). (6b)

Note that joint encoding is not utilized in (5), i.e., S1 and S2

are independent, and thus I(V 1;V 2) = I(S1;S2) = 0.

C. Transmit Constraints and Secrecy Rate Regions

In this subsection, we describe the transmit constraints
considered throughout the paper, and derive closed-form ex-
pressions for the secrecy rate pair (R1, R2).
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1) Total Average Power Constraint: The most common
constraint imposed on the input of Gaussian channels is the
total average power constraint. Such a constraint is mathemat-
ically convenient, and often leads to closed-form solutions.
Furthermore, it provides much insight into the performance
of the communication system for a given power budget.
Mathematically, a total average power constraint PTot requires
the transmitted codewords X to satisfy the inequality

Tr(E{XXT}) ≤ PTot, (7)

where E{XXT} is the transmit covariance matrix. An ob-
vious way to comply with the transmission scheme in (3)
and satisfy the constraint in (7) is to choose S1 and S2

to be independent and identically distributed (i.i.d.) standard
Gaussian random variables, that is

S1 ∼ N (0, 1), S2 ∼ N (0, 1), (8a)

and ensure that the precoder W satisfies the inequality

‖W‖2F ≤ PTot. (8b)

Note that our choice of equal variance for the distributions
of S1 and S2 (both have unity variance) involves no loss of
generality because the power allocated to each user can still
be adjusted from the entries of the precoding matrix W.

Now, for a given W, and with Gaussian codewords
S1, S2 ∼ N (0, 1), the mutual information terms in (6a) are
simply calculated as

I(S1;Y1) =
1

2
log2

(
1 +

(hT
1 w1)

2

(hT
1 w2)2 + σ2

)
, (9a)

I(S1;Y2|S2) =
1

2
log2

(
1 +

(hT
2 w1)

2

σ2

)
, (9b)

where information is measured in (bits/sec/Hz). Similar
expressions can be obtained for the corresponding terms in
(6b), and thus we end up with the achievable secrecy rate pair

R1 =
1

2

[
log2

(
1 +

(hT
1 w1)

2

(hT
1 w2)2 + σ2

)(
σ2

(hT
2 w1)2 + σ2

)]+
,

(10a)

R2 =
1

2

[
log2

(
1 +

(hT
2 w2)

2

(hT
2 w1)2 + σ2

)(
σ2

(hT
1 w2)2 + σ2

)]+
,

(10b)

where [x]+ denotes max{x, 0}.
2) Per-Antenna Average Power Constraint: Despite its sim-

plicity, the total power constraint in (7) is usually not sufficient
to capture limitations in practical communication systems. For
example, the so-called digital beamforming5 scheme requires
a dedicated transmit RF chain for each antenna element6.
Clearly, each of these chains has its own power budget. Thus,
a more realistic approach to model power limitations at the
transmitter is to impose an individual power constraint on
each RF chain, or, equivalently, on each antenna element, in

5In fact, all the transmission schemes considered in this paper fall into the
category of digital (or baseband) beamforming.

6Such a constraint is relaxed in the so-called hybrid beamforming scheme
where the number of RF chains can be smaller than the number of antennas.

addition to the total power constraint. A per-antenna average
power constraint Pi, i = 1, . . . , N, can be expressed as

E{X2
i } ≤ Pi, i = 1, . . . , N, (11)

where Xi is the ith entry of X . Depending on the values
of PTot and P1, . . . , PN , one of the constraints in (7) and (11)
may become redundant. In particular:

i) If
∑N
i=1 Pi ≤ PTot, the per-antenna power constraint (11)

becomes dominant and (7) can be ignored.
ii) If Pi ≥ PTot for all i ∈ {1, . . . , N}, then (11) is obviously

redundant and the total power constraint (7) is sufficient.
iii) If neither of the above two cases holds, both (7) and (11)

can be active simultaneously, and thus they should be
taken into account.

Similar to the case of dominant total power constraint, we let
the codewords S1 and S2 be i.i.d. standard Gaussian random
variables. Then, in order to satisfy the per-antenna power
constraint in (11), the entires of W should be chosen such
that

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N, (12)

where w1i and w2i are the ith entries of w1 and w2, respec-
tively. Since S1 and S2 are Gaussian, the secrecy rate pair
expressions in (10) remain valid for any W satisfying (12).

3) Amplitude Constraints: Amplitude constraints typically
arise in the design of intensity modulation systems. In such
systems, the data signal is transmitted by the means of modu-
lating the instantaneous output intensity of a noncoherent light
source, typically an LED. In order to ensure linear electro-
optical conversion, the input current signal in each LED must
remain within a certain range, [−A,A], which is specified by
the LED characteristics as well as the DC bias applied to the
LED [21, Section II-B]. In other words, the input current signal
must satisfy the amplitude constraint

|Xi| ≤ Ai, i = 1, . . . , N. (13)

Such a constraint renders the Gaussian distribution infeasible
for the channel input. Alternatively, (13) can be fulfilled by
choosing the codewords S1 and S2 according to the uniform
distribution over the interval [−1, 1], i.e.,

S1 ∼ U [−1, 1], S2 ∼ U [−1, 1], (14a)

and choosing the entries of the precoder W such that they
satisfy the constraint

|w1i|+ |w2i| ≤ Ai, i = 1, . . . , N. (14b)

The uniform input distribution was used in [18] to obtain
a closed-form rate expression for the amplitude-constrained
Gaussian channel without secrecy constraints. It was also uti-
lized in [22] to obtain a closed-form secrecy rate expression for
the amplitude-constrained Gaussian wiretap channel. Unlike
the Gaussian distribution in (8a), the uniform input distribution
in (14a), along with Gaussian noise, do not immediately lead
to closed-form expressions for I(S1;Y1)−I(S1;Y2|S2) in (6a),
or the similar terms in (6b). Nevertheless, we can lower-bound
these terms to obtain closed-form expressions for the secrecy
rate pair (R1, R2), as follows.
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First, we rewrite I(S1;Y1)− I(S1;Y2|S2) as

h(Y1)− h(Y1|S1)− h(Y2|S2) + h(Y2|S1, S2). (15)

Using the entropy-power inequality [23, Theorem 17.7.3], the
differential entropy h(Y1) can be lower bounded as

h(Y1) = h(hT
1 w1S1 + hT

1 w2S2 +N1)

≥ 1

2
log2

(
22h(h

T
1 w1S1) + 22h(h

T
1 w2S2) + 22h(N1)

)
=

1

2
log2

(
4(hT

1 w1)
2 + 4(hT

1 w2)
2 + 2πeσ2

)
. (16)

On the other hand, the conditional differential entropy
h(Y1|S1) can be upper bounded by the differential entropy
of a Gaussian random variable having equal variance, that is

h(Y1|S1) = h(hT
1 w2S2 +N1)

≤ 1

2
log2

(
2πe

(
1
3 (h

T
1 w2)

2 + σ2
))
. (17)

Similarly, we have

h(Y2|S2) ≤
1

2
log2

(
2πe

(
1
3 (h

T
2 w1)

2 + σ2
))
. (18)

We also have

h(Y2|S1, S2) = h(N2) =
1

2
log2

(
2πeσ2

)
. (19)

Substituting (16)-(19) back into (15) yields the rate expression

R1 =

[
1

2
log2

(
4(hT

1 w1)
2 + 4(hT

1 w2)
2 + 2πeσ2

)
σ2

2πe
(
1
3 (h

T
1 w2)2 + σ2

) (
1
3 (h

T
2 w1)2 + σ2

)]+ .
(20a)

Similarly, we have

R2 =

[
1

2
log2

(
4(hT

2 w2)
2 + 4(hT

2 w1)
2 + 2πeσ2

)
σ2

2πe
(
1
3 (h

T
2 w1)2 + σ2

) (
1
3 (h

T
1 w2)2 + σ2

)]+ .
(20b)

III. PRECODER DESIGN WITH PERFECT CHANNEL
INFORMATION

In this section, we focus on the design of the precoder W
under the assumption of perfect channel information. We begin
with the case of total and per-antenna power constraints. Then,
we show in Section III-E that the problem formulation and
solution method can be easily modified to handle amplitude
constraints.

A. Problem Formulation

By designing W we mean finding the set of precoding
matrices that achieve the boundary of the secrecy rate region
characterized by (R1, R2). Assuming total and per-antenna
power constraints, the design problem can be expressed by
the two-objective optimization problem

maximize
W

(R1, R2) (21a)

s.t. ‖W‖2F ≤ PTot, (21b)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N, (21c)

where partial ordering and maximization of the pair (R1, R2)
are with respect to (w.r.t.) the nonnegative orthant R2

+ [24,
Section 4.7.5]. In the context of multi-objective optimization,
a feasible matrix W that achieves a rate pair on the boundary
of the set of all achievable rate pairs is referred to as Pareto
optimal, and the corresponding secrecy rate pair (R1, R2) is a
Pareto optimal pair. Thus, solving (21) means finding Pareto
optimal matrices W.

The standard approach towards solving (21) is to scalarize
the objective via a weighted sum [24, Section 4.7.5], that is
to replace (R1, R2) with ρ1R1 + ρ2R2, where the weights
ρ1 ≥ 0 and ρ2 ≥ 0 are free parameters. Different Pareto opti-
mal points can be obtained by adjusting the relative weight
ρ1/ρ2 to different values between 0 and ∞. This can be
carried out by choosing7 ρ1 = ρ and ρ2 = 1− ρ, where ρ
is a free parameter taking values in the interval [0, 1]. Thus,
for any ρ ∈ [0, 1], we have the weighted secrecy sum rate
maximization problem

maximize
W

Rwsum(ρ) (22a)

s.t. ‖W‖2F ≤ PTot, (22b)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N, (22c)

where
Rwsum(ρ) , ρR1 + (1− ρ)R2 (22d)

is the weighted secrecy sum rate. It is clear that solving (22)
with ρ = 1 corresponds to finding the maximum achievable
secrecy rate for User 1 when User 2 is treated as an eaves-
dropper, while ρ = 0 yields the maximum achievable secrecy
rate for User 2.

Ideally we would like to solve (22) with the objective
Rwsum(ρ) calculated using the rate expressions in (10). Using
these expressions, however, will result in a fractional non-
concave objective that is difficult to handle, and the problem
in (22) will probably be intractable, except for the special cases
ρ = 0 and ρ = 1. Therefore, we shall simplify the objective
of (22) by replacing it with the lower bound

R̂wsum(ρ) = ρR̂1 + (1− ρ)R̂2, (23)

where, for hT
1 w1 6= 0 and hT

2 w2 6= 0, R̂1 and R̂2, respec-
tively, are given by

R̂1 = log2

∣∣hT
1 w1

∣∣σ
((hT

1 w2)2 + σ2)
1
2 ((hT

2 w1)2 + σ2)
1
2

, (24a)

R̂2 = log2

∣∣hT
2 w2

∣∣σ
((hT

2 w1)2 + σ2)
1
2 ((hT

1 w2)2 + σ2)
1
2

. (24b)

From (10) and (24), it is clear that8 R̂1 < R1 and
R̂2 < R2. Thus, for any ρ ∈ [0, 1], we have the inequality
R̂wsum < Rwsum. Substituting from (24) into (23), we obtain

R̂wsum(ρ) = log2

∣∣hT
1 w1

∣∣ρ ∣∣hT
2 w2

∣∣1−ρ σ
((hT

2 w1)2 + σ2)
1
2 ((hT

1 w2)2 + σ2)
1
2

. (25)

7Although constraining ρ1 and ρ2 to sum to 1 looks arbitrary here, we will
need this assumption in the proof of Proposition 2, particularly to ensure that
the objective function in (65) is concave.

8The inequality R̂1 < R1 results from dropping the term 1 in the logarithm
in (9a), and dropping the operator [·]+ from the rate expression in (10a). In
a similar way, it can be shown that R̂2 < R2.
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Note that R̂wsum is a tight lower bound for Rwsum when the
signal-to-noise ratio (SNR) at both receivers is sufficiently
high. However, unlike Rwsum, whose nonnegativity is ensured
by the [·]+ operators in (10), the lower bound R̂wsum can be
negative since R̂1 and/or R̂2 can be negative when the cor-
responding SNR is sufficiently low. Nonetheless, maximizing
R̂wsum is still beneficial even when its optimal value ends up to
be negative because the maximization problem is only used for
designing W. The achievable rate pair, however, is obtained by
substituting the obtained W back into (10), i.e., the achievable
rate pair is guaranteed to be nonnegative.

Now, we formulate our design problem as9

W? = argmax
W

ln
(hT

1 w1)
ρ(hT

2 w2)
1−ρ

((hT
2 w1)2 + σ2)

1
2 ((hT

1 w2)2 + σ2)
1
2

(26a)

s.t. ‖W‖2F ≤ PTot, (26b)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N. (26c)

Note that the formulation in (26) implicitly adds the two
constraints hT

1 w1 ≥ 0 and hT
2 w2 ≥ 0. These additional con-

straints cause no loss in performance because an optimal w1

that leads to negative hT
1 w1 can always be replaced by −w1

without reducing the optimal value or violating the constraints
on W. In a similar way, the implicit constraint hT

2 w2 ≥ 0 can
be justified. Note also that, unlike the expressions in (24), the
formulation in (26) does not exclude the cases hT

1 w1 = 0 and
hT
2 w2 = 0. For example, the solution w1 = 0 (which results

in hT
1 w1 = 0) would be optimal only when10 ρ = 0, resulting

in (hT
1 w1)

ρ = 00 = 1.
In the next subsection, we shall explain in detail our

approach to solve (26).

B. The Outer Problem

Using the auxiliary variables δ1 ≥ 0 and δ2 ≥ 0, the prob-
lem in (26) can be expressed as

maximize
W,δ1,δ2

ln
(hT

1 w1)
ρ(hT

2 w2)
1−ρ

(δ21 + σ2)
1
2 (δ22 + σ2)

1
2

(27a)

s.t. |hT
2 w1| ≤ δ1, |hT

1 w2| ≤ δ2, (27b)

‖W‖2F ≤ PTot, (27c)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N. (27d)

Let f(δ1, δ2) denote the optimal value of the perturbed prob-
lem

maximize
W

ρ ln(hT
1 w1) + (1− ρ) ln(hT

2 w2) (28a)

s.t. |hT
2 w1| ≤ δ1, |hT

1 w2| ≤ δ2, (28b)

‖W‖2F ≤ PTot, (28c)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N. (28d)

9Using the natural logarithm ln(·) in the objective of (26) instead of log2(·)
will simplify the notation when differentiation becomes involved.

10This is true because we assume that h1 and h2 are linearly independent.
On the other hand, if h1 and h2 are collinear and ‖h1‖2 ≤ ‖h2‖2, then
w1 = 0 would be optimal for all ρ ∈ [0, 1], i.e., User 1 cannot achieve
positive secrecy rates and should always be treated as an eavesdropper because
its channel h1 is degraded.

Then, the problem in (27) can be written as

maximize
δ1,δ2≥0

ϕ(δ1, δ2), (29a)

where

ϕ(δ1, δ2) , f(δ1, δ2)−
1

2
ln
(
(δ21 + σ2)(δ22 + σ2)

)
. (29b)

Now, we can see that solving the design problem in (26)
entails solving (28) and (29) iteratively. For obvious reasons,
we shall refer to (29) as the outer problem, and to (28) as the
inner problem.

The inner problem is clearly convex, and thus can be
efficiently solved using standard convex optimization pack-
ages. On the other hand, the outer problem is nonconvex
because the objective function ϕ(δ1, δ2) is not concave, in
general. Nevertheless, the following two propositions reveal
that ϕ(δ1, δ2) has a special structure that makes the outer
problem solvable, i.e., its global maximum can be efficiently
obtained, when a certain condition is satisfied. Even when
such a condition is not satisfied, the propositions still give us
guidelines for approaching the outer problem.

Proposition 1: The objective function of the outer prob-
lem (29) is concave when restricted inside the region

D , {(δ1, δ2) : 0 ≤ δ1 ≤ σ, 0 ≤ δ2 ≤ σ}.

Proof: The proof is fairly straightforward. The first term
in (29b), i.e., f(δ1, δ2), is concave for all δ1, δ2 ≥ 0 because
the perturbed problem (28) is convex [24, Section 5.6.1]. On
the other hand, the second term − 1

2 ln
(
(δ21 + σ2)(δ22 + σ2)

)
is concave only when 0 ≤ δ1 ≤ σ and 0 ≤ δ2 ≤ σ (this can be
easily verified after writing down the Hessian matrix). Thus,
ϕ(δ1, δ2) is concave when (δ1, δ2) ∈ D. �

Proposition 2: The objective function of the outer prob-
lem (29) is quasiconcave when restricted to any line (in the
nonnegative orthant R2

+) passing through the origin.
The proof, which is provided in Appendix A, is based on the

observation that the first term in (29b) is nondecreasing w.r.t.
R2

+, while the second term is monotonically decreasing11. Note
that the condition in Proposition 2 is weaker than stating that
ϕ(δ1, δ2) is quasiconcave, as the latter condition would require
ϕ to be quasiconcave when restricted to any line in R2

+.
Now, if ϕ(δ1, δ2) has a maximum inside D, then it is

the only maximum inside D according to Proposition 1.
This also implies that ϕ(δ1, δ2) has one maximum inside D
when restricted to any line (inside D) passing through the
origin. However, as per Proposition 2, ϕ(δ1, δ2) can only have
one maximum (inside and outside D) when it is restricted
to any line passing through the origin. Thus, combining
Propositions 1 and 2 yields the following conclusion:

Corollary 1: For the outer problem (29), any local maximum
inside the region D is a global maximum.

Corollary 1 suggests that we begin searching for the solution
of (29) inside D. If the search algorithm terminates at δ? ∈ D,
then δ? is guaranteed to be the (globally) optimal solution
of (29). On the other hand, if δ? /∈ D, then we will accept

11See [24, Section 3.6.1] for the notion of monotonicity w.r.t. a generalized
inequality on the nonnegative orthant.
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δ? as a (possibly) suboptimal solution. It is worth to mention
that the numerical results show that ϕ(δ1, δ2) is a unimodal
function with only one maximum, for all δ1, δ2 ≥ 0, and no
other stationary points. However, it is difficult, in general, to
rigorously prove that a multivariable function is unimodal,
beyond concavity or quasiconcavity. Therefore, we can only
conjecture that ϕ(δ1, δ2) is unimodal (for all δ1, δ2 ≥ 0), and
consequently any local maximum is global.

Now, we have to choose a reasonable search algorithm to
solve (29). Since the objective function ϕ(δ1, δ2) is differen-
tiable almost everywhere (because f(δ1, δ2) is differentiable
almost everywhere), a natural choice for the search algorithm
is the subgradient method in which the subgradient vectors
are used as the search directions [25], [26]. Let the vector
∇subf(δ1, δ2) ∈ R2

+ be a subgradient12 of f at (δ1, δ2), where
the two entries of∇subf are both nonnegative since f is nonde-
creasing w.r.t. δ1 and δ2. Then, from (29b), the corresponding
subgradient of ϕ is given by

∇subϕ(δ1, δ2) = ∇subf(δ1, δ2)−
[

δ1
δ21 + σ2

δ2
δ22 + σ2

]T
.

(30)
Before we proceed to the details of the search algorithm, we

need to find ∇subf in order to calculate the search direction
∇subϕ at any (δ1, δ2). This will be our goal in the next
subsection.

C. The Dual of the Inner Problem

The inner problem (28) is a convex problem whose con-
straints satisfy Slater’s condition, and thus strong duality holds
[24, Section 5.2.3]. As a consequence, the optimal value of the
inner problem, i.e., f(δ1, δ2), is identical to the optimal value
of its (Lagrange) dual. Furthermore, the optimal Lagrange
multipliers associated with the two constraints in (28b) provide
a subgradient vector for f at (δ1, δ2) [27, Section 8.5.6].
Therefore, our next task is to derive the dual problem for (28).

We begin with reformulating (28) as

maximize
W,z1,...,z4

ρ ln z1 + (1− ρ) ln z2 (31a)

s.t. |z3| ≤ δ1, |z4| ≤ δ2, (31b)

‖w1‖22 + ‖w2‖22 ≤ PTot, (31c)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N, (31d)

hT
1 w1 = z1, hT

2 w2 = z2, (31e)

hT
2 w1 = z3, hT

1 w2 = z4, (31f)

where we have introduced four new variables, z1, . . . , z4,
and four associated equality constraints in (31e)-(31f). The

12Perhaps the term supergradient would be more appropriate here because
f is a concave function.

Lagrangian associated with the reformulated problem (31) is

L(W, z1, . . . , z4, λ1, λ2, γ,µ, ν1, . . . , ν4)

= ρ ln z1 + (1− ρ) ln z2
− λ1 (|z3| − δ1)− λ2 (|z4| − δ2)
− γ

(
‖w1‖22 + ‖w2‖22 − PTot

)
−

N∑
i=1

µi(w
2
1i + w2

2i − Pi)

− ν1(hT
1 w1 − z1)− ν2(hT

2 w2 − z2),
− ν3(hT

2 w1 − z3)− ν4(hT
1 w2 − z4), (32)

where λ1 ≥ 0 and λ2 ≥ 0 are the Lagrange multipliers
associated with the perturbed constraints in (31b), γ ≥ 0
is the Lagrange multiplier associated with the total power
constraint (31c), µ = [µ1 . . . µN ]T, with entries µi ≥ 0, i =
1, . . . , N , is the Lagrange multiplier vector associated with
the per-antenna power constraint (31d), and ν1, . . . , ν4 are
the Lagrange multipliers associated with the equality con-
straints in (31e)-(31f). Upon rearranging the terms in the La-
grangian (32), the dual function g is obtained by maximization
over the primary variables W, z1, . . . , z4, that is

g(λ1, λ2, γ,µ, ν1, . . . , ν4)

= λ1δ1 + λ2δ2 + γPTot +
N∑
i=1

µiPi

+
N∑
i=1

max
w1i

(
− (ν1h1i + ν3h2i)w1i − (γ + µi)w

2
1i

)
+

N∑
i=1

max
w2i

(
− (ν2h2i + ν4h1i)w2i − (γ + µi)w

2
2i

)
+max

z1
(ν1z1 + ρ ln z1)

+ max
z2

(ν2z2 + (1− ρ) ln z2)

+ max
z3

(ν3z3 − λ1|z3|) + max
z4

(ν4z4 − λ2|z4|) , (33)

where h1i and h2i are the ith entries of h1 and h2, respectively.
Now, we have to solve all the maximization terms in (33)
analytically. In fact, we have

max
w1i

(
− (ν1h1i + ν3h2i)w1i − (γ + µi)w

2
1i

)
=

(ν1h1i + ν3h2i)
2

4(γ + µi)
, γ + µi > 0, i = 1, . . . , N,

(34a)

max
z1

(ν1z1 + ρ ln z1) = −ρ ln
−ν1
ρ
− ρ, ν1 < 0, (34b)

max
z3

(ν3z3 − λ1|z3|) =

{
0 |ν3| ≤ λ1
∞ otherwise

, (34c)

where (34a) is a simple unconstrained quadratic concave
maximization problem, (34b) follows from the conjugate of
the negative logarithm function (see [24, Example 3.21]),
and (34c) follows from the conjugate of the absolute value
function (see [24, Example 3.26]). Note that the condition
γ + µi > 0 in (34a) is always satisfied because, for each
antenna, at least one of the constraints (i.e., the total power
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constraint or the per-antenna power constraint) must be active.
Thus, γ + µi is strictly positive for all i = 1, . . . , N . Using
the expressions in (34), the dual problem can be formulated
as13

minimize
λ1,λ2,γ,µ,τ1,
τ2,ν1,...,ν4


δ1λ1 + δ2λ2 + PTotγ

+
∑N
i=1(Piµi + τ1i + τ2i)

−ρ ln −ν1
ρ
− (1− ρ) ln −ν2

1− ρ

− 1 (35a)

s.t. ν1, ν2 < 0, |ν3| ≤ λ1, |ν4| ≤ λ2, (35b)
γ ≥ 0, µi ≥ 0, γ + µi > 0, (35c)[

τ1i ν1h1i + ν3h2i
ν1h1i + ν3h2i 4(γ + µi)

]
� 0, (35d)[

τ2i ν2h2i + ν4h1i
ν2h2i + ν4h1i 4(γ + µi)

]
� 0, (35e)

i = 1, . . . , N,

where we have used Schur complement, in conjunction with
the auxiliary variables τ1i and τ2i, i = 1, . . . , N , to formulate
the linear matrix inequality constraints in (35d) and (35e). Two
special cases of the dual problem (35) are worth mentioning.

Firstly, at the corner point ρ = 0, the Lagrange multipliers
λ1, ν1, and ν3 are set to zero, and the dual problem (35)
simplifies to

minimize
λ2,γ,µ,
τ2,ν2,ν4

(
δ2λ2 + PTotγ

+
∑N
i=1(Piµi + τ2i)− ln(−ν2)

)
− 1 (36a)

s.t. ν2 < 0, |ν4| ≤ λ2, (36b)
γ ≥ 0, µi ≥ 0, γ + µi > 0, (36c)[

τ2i ν2h2i + ν4h1i
ν2h2i + ν4h1i 4(γ + µi)

]
� 0, (36d)

i = 1, . . . , N,

where we have used the convention that 0 ln 0
0 = 0 while

simplifying the objective function. Similar simplification can
be obtained for the other corner point (i.e., at ρ = 1).

Secondly, for the case in which there is only a total power
constraint, i.e., when (31d) does not exist or is not active, the
Lagrange multiplier vector µ is set to 0, and (35) simplifies
to

minimize
λ1,λ2,γ,τ1,
τ2,ν1,...,ν4

 δ1λ1 + δ2λ2 + PTotγ + τ1 + τ2

−ρ ln −ν1
ρ
− (1− ρ) ln −ν2

1− ρ

− 1 (37a)

s.t. ν1, ν2 < 0, |ν3| ≤ λ1, |ν4| ≤ λ2, (37b)
γ > 0, (37c)[

τ1 (ν1h1 + ν3h2)
T

ν1h1 + ν3h2 4γIN

]
� 0, (37d)[

τ2 (ν2h2 + ν4h1)
T

ν2h2 + ν4h1 4γIN

]
� 0. (37e)

13We maintain the fixed term −1 in the objective function in (35a) to have
its optimal value equal to the optimal value of the inner problem (28), i.e.,
equal to f(δ1, δ2).

The dual problem (35) is a semidefinite program [28]. Thus,
it can be efficiently solved using the interior-point method with
a worst-case complexity of [29]

O
(
max{n,m}4n 1

2 log(1/ε)
)
,

where n is the number of variables, m is the number of
constraints, and ε is the desired accuracy of the solution.
In practice, semidefinite programs are conveniently and ef-
ficiently solved using standard convex optimization packages,
such as CVX [30] and MOSEK [31]. Therefore, (35) can
be efficiently solved to obtain f(δ1, δ2) and ∇subf(δ1, δ2).
Let {λ?1, λ?2, γ?,µ?, τ ?1, τ ?2, ν?1 , . . . , ν?4} denote the optimal
solution of (35) for fixed δ1 and δ2. Then, f(δ1, δ2) is equal to
the optimal value of the objective, and the vector [λ?1 λ

?
2]

T is
a subgradient of f at (δ1, δ2). Consequently, the subgradient
vector in (30) can be written as

∇subϕ(δ1, δ2) =

[
λ?1 −

δ1
δ21 + σ2

λ?2 −
δ2

δ22 + σ2

]T
. (38)

Having obtained ∇subϕ(δ1, δ2), we are now ready to solve
the outer problem (29).

D. The Search Algorithm

In this subsection, we turn our focus to the search algorithm
used to find a solution for the outer problem (29), that is to find
δ? = [δ?1 δ

?
2 ]

T that maximizes ϕ(δ1, δ2). A typical subgradient
method uses the iteration [26]

δ(k+1) = δ(k) + α(k) ∇subϕ(δ
(k)), k = 1, 2, . . . , (39)

where δ(k) is the start point at the kth iteration (with δ(1)

being the initial point), α(k) > 0 is the kth step size, and
δ(k+1) is the end point after k iterations. The numerical results
in Section V reveal that, when the noise variance σ2 is equal
to 1, the values of δ?1 and δ?2 can be on the order of 10−3 up
to 101. This several orders of magnitude difference suggests
that the search is better carried out on a logarithmic scale,
rather than the ordinary linear scale, in order to improve the
accuracy and maintain numerical stability (so convergence is
achieved within a reasonable number of iterations).

Let δdB be defined as δdB , [20 log10(δ1) 20 log10(δ2)]
T.

Then, the subgradient ∇subϕ on the logarithmic scale, i.e.,
when differentiation is w.r.t. 20 log10(δ1) and 20 log10(δ2), is
given by

∇subϕ(δdB) =
ln 10

20


δ1

(
λ?1 −

δ1
δ21 + σ2

)
δ2

(
λ?2 −

δ2
δ22 + σ2

)
 . (40)

Now, we proceed with the search algorithm as follows.
First, we choose an initial point δ(1)dB, such that δ(1)1 ≤ σ and
δ
(1)
2 ≤ σ. This point is iteratively updated by

δ
(k+1)
dB = δ

(k)
dB + αFix

dB

∇subϕ(δ
(k)
dB)

‖∇subϕ(δ
(k)
dB)‖2

, k = 1, 2, . . . , (41)

where αFix
dB is a fixed step size in dB. That is, for each iteration,

we take a step αFix
dB in the direction of the subgradient. This
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TABLE I
SUBGRADIENT-BASED SEARCH ALGORITHM TO SOLVE (29).

Algorithm 1 A subgradient-based algorithm to solve (29)
1: Set the initial (fixed) step size αFix

dB and the maximum number of iterations
with decreasing step size L

2: Set the binary switch REDUCE = false . “REDUCE” is a switch
that determines whether to proceed with a “fixed” or “decreasing” step

3: Set the indexes k = 1 and l = 0
4: Choose an initial point δ(1)dB such that δ(1)1 ≤ σ, δ(1)2 ≤ σ
5: while l ≤ L do
6: Solve (35) to obtain f(δ(k+l)

dB ), λ?1
(k+l), λ?2

(k+l)

7: Calculate ϕ(δ(k+l)
dB ) using (29b)

8: Calculate ∇subϕ(δ
(k+l)
dB ) using (40)

9: if k ≥ 2

10: if ϕ(δ(k+l)
dB ) ≤ ϕ(δ(k+l−1)

dB ), then
11: REDUCE = true
12: end if
13: end if
14: if REDUCE = false, then
15: Update δ(k+l)

dB using (41)
16: k := k + 1
17: else
18: Update δ(k+l)

dB using (42)
19: l := l + 1
20: end if
21: end while
22: return δ?dB = argmax {ϕ(δ(1)dB), . . . , ϕ(δ

(k+L)
dB )}

iteration shall continue until we overshoot the peak, i.e., when
ϕ(δ) starts to decrease. Once the peak is encountered, we
reduce the step size and use the new iteration

δ
(K+l+1)
dB = δ

(K+l)
dB +

αFix
dB

l

∇subϕ(δ
(K+l)
dB )

‖∇subϕ(δ
(K+l)
dB )‖2

, l = 1, . . . , L,

(42)
where K is the number of iterations using (41), i.e., with a
fixed step size, and L is the maximum number of iterations
with a decreasing step size. Unlike K, L shall be determined
in advance according to the required accuracy of the solution.
Therefore, the search will terminate after K+L total iterations,
and the solution δ?dB is obtained with accuracy αFix

dB/L dB. For
convenience, the search algorithm is summarized in Table I.

Upon solving the outer problem (29), we solve the inner
problem (28) using δ? to obtain the optimum precoder W?.
Then, the secrecy rate pair (R1, R2) is calculated by sub-
stituting W? into (10). We repeat the entire procedure with
different values of ρ ∈ [0, 1] to obtain different points (R1, R2)
on the boundary of the achievable secrecy rate region. The
numerical results in Section V show that the outer problem is
solved with Algorithm 1 in about 20–30 iterations. In each
iteration, the main computational cost comes from solving
the dual problem (35) to obtain a subgradient vector. Thus,
the overall computational complexity is determined by the
complexity of (35), which is a convex semidefinite problem,
times the number of iterations required for the outer problem.

E. Per-Antenna Amplitude Constraint

In this subsection, we design the precoding matrix W sub-
ject to the per-antenna amplitude constraint (14b). Fortunately,

the problem formulation and solution technique developed
in the previous subsections are immediately applicable. In
fact, we just need to modify the weighted secrecy sum rate
expression (25) and the inner problem (28), and consequently
its dual (35), to take the amplitude constraint into account.

Similar to (25), we need a weighted secrecy sum rate ex-
pression that is amenable to optimization. From (20), the rate
expressions R1 and R2, respectively, can be lower-bounded
by

R̂1 = log2
3
√
2
∣∣hT

1 w1

∣∣σ
√
πe
(
(hT

1 w2)2 + 3σ2
) 1

2
(
(hT

2 w1)2 + 3σ2
) 1

2

,

(43a)

R̂2 = log2
3
√
2
∣∣hT

2 w2

∣∣σ
√
πe
(
(hT

2 w1)2 + 3σ2
) 1

2
(
(hT

1 w2)2 + 3σ2
) 1

2

.

(43b)

Then, for any ρ ∈ [0, 1], we have the weighted secrecy sum
rate

R̂wsum(ρ) = log2
3
√
2
∣∣hT

1 w1

∣∣ρ ∣∣hT
2 w2

∣∣1−ρ σ
√
πe((hT

2 w1)2 + 3σ2)
1
2 ((hT

1 w2)2 + 3σ2)
1
2

.

(44)
Similar to (28), we formulate the inner problem as

maximize
W

ρ ln(hT
1 w1) + (1− ρ) ln(hT

2 w2) (45a)

s.t. |hT
2 w1| ≤ δ1, |hT

1 w2| ≤ δ2, (45b)
|w1i|+ |w2i| ≤ Ai, i = 1, . . . , N. (45c)

Then, following the same procedure as in Section III-C, it can
be shown that the dual problem for (45) is

minimize
λ1,λ2,µ,
ν1,...,ν4

 δ1λ1 + δ2λ2 +
∑N
i=1(Aiµi)

−ρ ln −ν1
ρ
− (1− ρ) ln −ν2

1− ρ

− 1 (46a)

s.t. ν1, ν2 < 0, |ν3| ≤ λ1, |ν4| ≤ λ2, (46b)
|ν1h1i + ν3h2i| ≤ µi, i = 1, . . . , N, (46c)
|ν2h2i + ν4h1i| ≤ µi, i = 1, . . . , N, (46d)

where the Lagrange multipliers λ1, λ2, ν1, . . . , ν4 are defined
as in (35), and µ = [µ1 . . . µN ]T is the Lagrange multiplier
vector associated with the amplitude constraint (45c). The dual
problem (46) is, of course, convex. The objective (46a) is
a sum of linear functions and negative logarithms, and the
constraints involve absolute value functions. Thus, the dual
problem (46) can be conveniently solved using CVX [30].

IV. ROBUST PRECODER DESIGN WITH IMPERFECT
CHANNEL INFORMATION

Our solutions in Section III were based on the assumption
that the channel gain vectors h1 and h2 are precisely known to
the transmitter. In this section, we capitalize on our approach
and tackle the more general design problem in which the
transmitter has only uncertain estimates of h1 and h2. We
will see that the problem formulation is very similar to its non-
robust counterpart, and thus the solution approach will also be
similar. Therefore, our pace in this section will be relatively
fast, and much of the details and derivations encountered in
the previous section will be omitted for brevity.
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A. Channel Uncertainty Model

We adopt the spherical uncertainty model (or norm-bounded
error model) in which the actual channel gain vectors,
h1 and h2, respectively, are modeled by

h1 ∈ H1, H1=
{
ĥ1 + e1 : ‖e1‖2 ≤ ε1

}
, (47a)

h2 ∈ H2, H2=
{
ĥ2 + e2 : ‖e2‖2 ≤ ε2

}
, (47b)

where H1 and H2 are N -dimensional spherical sets, ĥ1 ∈ RN
and ĥ2 ∈ RN are the channel vector estimates available to the
transmitter, e1 ∈ RN and e2 ∈ RN are unknown (but norm-
bounded) error vectors, and ε1 and ε2 are known constants that
quantify the amount of uncertainty for each channel. This error
model is well accepted for representing channel uncertainty
caused by quantization errors and finite-rate feedback from
the receiver to the transmitter [32, Lemma 1].

Given the uncertain channel information in (47), our goal in
this section is to design the precoder W in order to optimize
the performance in terms of the worst-case secrecy rate pair
(Rwc

1 , R
wc
2 ), that is to solve the two-objective optimization

problem

maximize
W

(Rwc
1 , R

wc
2 ) (48)

subject to power or amplitude constraints, where, for any W,
the worst-case secrecy rates Rwc

1 and Rwc
2 are determined by

Rwc
1 = min

h1∈H1,
h2∈H2

R1, (49a)

Rwc
2 = min

h1∈H1,
h2∈H2

R2. (49b)

Similar to our approach in the previous section, we shall
tackle (48) by solving a weighted worst-case secrecy sum
rate maximization problem, as we see in the following two
subsections.

B. Robust Precoder Design Subject to Total and Per-Antenna
Average Power Constraints

In this subsection, we solve the weighted worst-case sum
rate maximization problem subject to total and per-antenna
power constraints. First, we need to simplify the worst-case
secrecy rate expressions in order to obtain a weighted sum
rate that is amenable to optimization. Substituting from (10a)

into (49a), we obtain

Rwc
1 =

[
1

2
log2 min

h1∈H1

(
1 +

(hT
1 w1)

2

(hT
1 w2)2 + σ2

)
+

1

2
log2 min

h2∈H2

(
σ2

(hT
2 w1)2 + σ2

)]+
≥ 1

2
log2

1 +
min

h1∈H1

(hT
1 w1)

2

max
h1∈H1

(hT
1 w2)2 + σ2


+

1

2
log2

 σ2

max
h2∈H2

(hT
2 w1)2 + σ2

 (50a)

≥ log2

min
h1∈H1

∣∣hT
1 w1

∣∣σ
max

h1∈H1,
h2∈H2

((hT
1 w2)2 + σ2)

1
2 ((hT

2 w1)2 + σ2)
1
2

,

(50b)

where the first inequality follows from dropping the [·]+
operator and applying the inequality

min
x

f1(x)

f2(x)
≥

min
x

f1(x)

max
x

f2(x)
,

which holds for any f1 and f2, and the second inequality
follows from dropping the term 1. We shall use (50b) to
formulate the weighted secrecy sum rate for the optimization
problem, while we use the better bound in (50a) to calculate
the worst-case secrecy rate Rwc

1 after obtaining W. Note that
the rate expressions in (50a) and (50b) simplify to (10a) and
(24a), respectively, when H1 = {ĥ1} and H2 = {ĥ2}, i.e.,
when ε1 = ε2 = 0 and the transmitter has perfect channel
information regarding both receivers.

Similarly, for the second user we have

Rwc
2 ≥

1

2
log2

1 +
min

h2∈H2

(hT
2 w2)

2

max
h2∈H2

(hT
2 w1)2 + σ2


+

1

2
log2

 σ2

max
h1∈H1

(hT
1 w2)2 + σ2

 (51a)

≥ log2

min
h2∈H2

∣∣hT
2 w2

∣∣σ
max

h1∈H1,
h2∈H2

((hT
2 w1)2 + σ2)

1
2 ((hT

1 w2)2 + σ2)
1
2

.

(51b)

Next, we combine the rate expressions in (50b) and (51b) using
the weights ρ and 1− ρ, for any ρ ∈ [0, 1], to formulate the
robust design problem

maximize
W

ln
min

h1∈H1

(hT
1 w1)

ρ min
h2∈H2

(hT
2 w2)

1−ρ

max
h2∈H2

((hT
2 w1)2 + σ2)

1
2 max
h1∈H1

((hT
1 w2)2 + σ2)

1
2

(52a)

s.t. ‖W‖2F ≤ PTot, (52b)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N. (52c)
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Problem (52), in turn, can be expressed as

maximize
W,z1,z2,δ1,δ2

ln
zρ1 z

1−ρ
2

(δ21 + σ2)
1
2 (δ22 + σ2)

1
2

(53a)

s.t. hT
1 w1 ≥ z1 ∀h1 ∈ H1, (53b)

hT
2 w2 ≥ z2 ∀h2 ∈ H2, (53c)

|hT
2 w1| ≤ δ1 ∀h2 ∈ H2, (53d)

|hT
1 w2| ≤ δ2 ∀h1 ∈ H1, (53e)

‖W‖2F ≤ PTot, (53f)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N. (53g)

Utilizing the expressions of the uncertainty sets H1 and H2

in (47), the inequalities in (53b), (53c), (53d), and (53e),
respectively, can be replaced by

ĥT
1 w1 − ε1‖w1‖2 ≥ z1, (54a)

ĥT
2 w2 − ε2‖w2‖2 ≥ z2, (54b)

|ĥT
2 w1|+ ε2‖w1‖2 ≤ δ1, (54c)

|ĥT
1 w2|+ ε1‖w2‖2 ≤ δ2. (54d)

Similar to (28), let f(δ1, δ2) denote the optimal value of the
perturbed problem

maximize
W,z1,z2

ρ ln z1 + (1− ρ) ln z2 (55a)

s.t. (54a), (54b), (54c), (54d), (53f), (53g). (55b)

Then, the robust design problem (53) can be expressed as

maximize
δ1,δ2≥0

f(δ1, δ2)−
1

2
ln
(
(δ21 + σ2)(δ22 + σ2)

)
. (56)

Again, we shall refer to (56) as the outer problem, and to (55)
as the inner problem. It is clear that the inner problem (55)
is convex, and the outer problem (56) is essentially identical
to (29). Thus, it can be shown that Propositions 1 and 2 hold
for (56) as well. Consequently, (56) can be solved iteratively
using Algorithm 1. In each iteration, the subgradient vector
∇subf(δ1, δ2) is obtained by solving the dual of the inner
problem (55). Such a dual problem can be formulated as

minimize
λ1,λ2,γ,µ,
τ1,τ2,χ1,χ2,
η1,η2,ν1,ν2


δ1λ1 + δ2λ2 + PTotγ

+
∑N
i=1(Piµi + τ1i + τ2i)

−ρ ln χ1

ρ
− (1− ρ) ln χ2

1− ρ

− 1 (57a)

s.t. χ1, χ2 > 0, |ν1| ≤ λ1, |ν2| ≤ λ2, (57b)

‖χ1ĥ1 − η1 − ν1ĥ2‖2 ≤ λ1ε2 + χ1ε1, (57c)

‖χ2ĥ2 − η2 − ν2ĥ1‖2 ≤ λ2ε1 + χ2ε2, (57d)
γ ≥ 0, µi ≥ 0, γ + µi > 0, (57e)[
τ1i η1i
η1i 4(γ + µi)

]
� 0, (57f)[

τ2i η2i
η2i 4(γ + µi)

]
� 0, (57g)

i = 1, . . . , N,

where λ1 and λ2 are the Lagrange multipliers associated with
the constraints (54c) and (54d), respectively. Derivation of the
dual problem (57) is omitted for brevity. For the special case

ε1 = ε2 = 0, it can be shown that (57) reduces to (35), which
is the dual problem with perfect channel information.

C. Robust Precoder Design Subject to Amplitude Constraints

For the case of amplitude constraints, we use the definitions
in (49) to obtain the worst-case counterparts of the secrecy
rate expressions in (20). Furthermore, the inner problem (55)
is modified to

maximize
W,z1,z2

ρ ln z1 + (1− ρ) ln z2 (58a)

s.t. (54a), (54b), (54c), (54d), (58b)
|w1i|+ |w2i| ≤ Ai, i = 1, . . . , N, (58c)

and it can be shown that the dual of (58) is

minimize
λ1,λ2,µ,χ1,χ2,
η1,η2,ν1,ν2

 δ1λ1 + δ2λ2 +
∑N
i=1(Aiµi)

−ρ ln χ1

ρ
− (1− ρ) ln χ2

1− ρ

− 1 (59a)

s.t. χ1, χ2 > 0, |ν1| ≤ λ1, |ν2| ≤ λ2, (59b)

‖χ1ĥ1 − η1 − ν1ĥ2‖2 ≤ λ1ε2 + χ1ε1, (59c)

‖χ2ĥ2 − η2 − ν2ĥ1‖2 ≤ λ2ε1 + χ2ε2, (59d)
|η1i| ≤ µi, |η2i| ≤ µi, i = 1, . . . , N. (59e)

The dual problem (59) is convex with second-order cone con-
straints, and thus it can be efficiently solved using CVX [30].
Then, we proceed with the same steps from the previous
subsection and use Algorithm 1 to solve the outer problem (56)
and obtain the precoder W.

V. NUMERICAL EXAMPLES

In this section, we provide four numerical examples to
demonstrate the computational complexity and secrecy per-
formance of the proposed linear precoder.

Example 1: Convergence of Algorithm 1.
In the first example, we investigate the number of iterations
required by Algorithm 1 to solve the outer problem (29).
Similar to [7, Example 2], we consider the two-user MISO BC-
CM with N = 2, h1 = [1.5, 0]T, h2 = [1.801, 0.871]T, and
total power constraint PTot = 10. Furthermore, we impose the
per-antenna power constraint Pi = 6, i ∈ {1, 2}. We consider
the weighted secrecy sum rate corresponding to ρ = 0.5, i.e.,
the two users are assigned equal weights and the secrecy sum
rate is maximized. The noise variance σ2 is equal to 1 at both
receivers.

Figure 1 shows the trajectory and convergence of
ϕ(δ(k)) using Algorithm 1. We choose the initial point
δ(1) = (0.1, 0.1), or, equivalently, δ(1)dB = (−20 dB,−20 dB),
and the subgradient vectors are obtained in each iteration by
solving the dual problem (35) using the CVX toolbox [30] in
conjunction with the MOSEK solver [31]. Algorithm 1 begins
from δ

(1)
dB with a fixed step size αFix

dB = 1 dB. Upon encoun-
tering a peak, which is detected by a reduction in ϕ(δ(k)), the
step size is gradually reduced until it becomes 0.2 dB, then the
algorithm stops. As can be seen from Figure 1, the algorithm
converges after 22 iterations, which is quite reasonable. In
the next example, we will show how to reduce the number of
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Fig. 1. Trajectory and convergence of ϕ(δ(k)) using Algorithm 1 when ap-
plied to the outer problem (29) with h1 = [1.5, 0]T, h2 = [1.801, 0.871]T,
PTot = 10, P1 = P2 = 6, and ρ = 0.5.

iterations when the outer problem is solved for multiple points
corresponding to multiple consecutive values of ρ.

Example 2: Performance comparisons with perfect channel
information under total and per-antenna power constraints.

In this example, we use the channel gain vectors h1 =
[1.5, 0]T and h2 = [1.801, 0.871]T to demonstrate the achiev-
able secrecy rate regions of the proposed linear precoder under
total and per-antenna power constraints. We try two different
power levels, particularly, {PTot = 10, P1 = P2 = 6} and
{PTot = 100, P1 = P2 = 60}. Note that with these levels,
both the total and per-antenna power constraints can be active
simultaneously. In addition, we include the cases of dominant
total power constraint with PTot ∈ {10, 100} and dominant per-
antenna power constraint with P1, P2 ∈ {4, 40}. The former
case is particularly important because it is the only case for
which the secrecy capacity region is precisely known and
the boundary points can be calculated using a closed-form
expression. This capacity region sets a benchmark that enables
us to quantify the loss incurred by using suboptimal linear
precoding schemes, and also to validate the algorithm used to
obtain the proposed linear precoder.

To plot the secrecy rate regions, we obtain 21 points,
i.e., secrecy rate pairs (R1, R2), on the boundary of each
region by solving the weighted secrecy sum rate maximization
problem using ρ = 0, 0.05, 0.1, . . . , 1. For each region, we
solve the relevant outer problem using Algorithm 1 to obtain
the precoder W, then the rate pairs (R1, R2) are calculated
by substituting with W into (10).

Figure 2 depicts the achievable secrecy rate regions of the
proposed linear precoder and the zero-forcing (ZF) precoder.
The latter is obtained by solving the relevant inner problem
using δ1 = δ2 = 0. For the case of dominant total power
constraint, we include the secrecy capacity region obtained
with the optimal S-DPC scheme [7, Theorem 1] as well as
the secrecy rate region of the linear precoder proposed in [9,
Corollary 1]. Figure 2 reveals that the secrecy rate regions of
the ZF precoder and the linear precoder of [9, Corollary 1]
coincide with each other. We can also see that the proposed
linear precoder yields better performance, however at the
(computational) cost of solving the outer problem.

In order to reduce the total number of iterations used by Al-
gorithm 1 while obtaining the secrecy rate pairs corresponding
to ρ ∈ {0, 0.05, 0.1, . . . , 1}, we proceed as follows.

0 0.5 1 1.5 2 2.5 3 3.5
0

0.5

1

1.5

2

2.5

3

3.5

Fig. 2. Achievable secrecy rate regions of the proposed linear precoder
(Algorithm 1) and the ZF precoder subject to a total power constraint (TPC),
total and per-antenna power constraint (TPC+PAPC), and per-antenna power
constraint (PAPC) with h1 = [1.5, 0]T and h2 = [1.801, 0.871]T. The
secrecy capacity region (S-DPC) and the secrecy rate region of the linear
precoder in [9, Corollary 1] are included for the case of total power constraint.

• For the two corner points ρ = 0 and ρ = 1, the
outer problem simplifies to a quasiconvex line search
problem, as per Proposition 2. Thus, we solve this prob-
lem by performing a bisection search over the interval
[−60 dB,+20 dB]. For each ρ ∈ {0, 1}, we obtain a so-
lution with accuracy 0.2 dB in exactly

⌈
log2

20−(−60)
0.2

⌉
=

9 iterations.
• For ρ = 0.05, we initiate Algorithm 1 using δ(1)0.05 =
(0.1, 0.1). We obtain a solution δ?0.05 in about 20–30
iterations. Then, for each ρ ∈ {0.1, . . . , 0.95}, we initiate
the search using the solution corresponding to the previ-
ous value of ρ, that is we choose δ(1)ρ = δ?ρ−0.05. For
example, with ρ = 0.1, the initial point δ(1)0.1 is taken as
δ?0.05.

Figure 3 shows the number of iterations corresponding to
three secrecy rate regions from Figure 2. Note that the number
of iterations when ρ ∈ {0.1, . . . , 0.95} is considerably small
as compared to ρ = 0.05 due to the above procedure.

Example 3: Average performance with perfect channel in-
formation.

In this example, we demonstrate the average performance
of the proposed precoder using random channel gain vectors
under the premise of perfect channel information. The ele-
ments of h1 and h2 are generated at random (i.i.d. random
variables) according to N (0, 1), and the secrecy rate regions
are obtained by averaging over 1000 realizations.

In Figure 4, we plot the secrecy capacity region [7, The-
orem 1] along with the secrecy rate region of the proposed
linear precoder, subject to a total power constraint specified
by PdB , 10 log10 PTot. For comparison purposes, we also
include the secrecy rate regions of three other linear precoders,
namely, the generalized eigenvalue (GEV) precoder, the ZF
precoder, and the precoder of [9, Corollary 1]. For the GEV
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Fig. 3. The number of iterations by Algorithm 1 corresponding to three
secrecy rate regions from Figure 2. The corner points at ρ = 0 and ρ = 1
are the number of iterations with a bisection search.

precoder, the beamformers w1,GEV and w2,GEV are obtained
as follows. Let v1 denote the generalized eigenvector of
the matrix pair (σ2IN + PToth1h

T
1 , σ

2IN + PToth2h
T
2 ) corre-

sponding to its largest generalized eigenvalue. Then,

w1,GEV =
√
ρPTot

v1
‖v1‖2

.

Similarly, we have

w2,GEV =
√
(1− ρ)PTot

v2
‖v2‖2

,

where v2 is the generalized eigenvector of the matrix pair
(σ2IN + PToth2h

T
2 , σ

2IN + PToth1h
T
1 ) corresponding to its

largest generalized eigenvalue.
Several interesting conclusions can be drawn from Figure 4.

First, we note that the GEV precoder yields better performance
than our proposed precoder, especially at low power levels.
This is due to the fact that we use the simplified lower bound
in (25) as the objective function of the weighted secrecy sum
rate maximization problem, rather than the more complex ex-
pression in (22d). This, in turn, suggests that GEV is probably
a good precoding scheme with low computational complexity
when the total power constraint is dominant and channel infor-
mation is accurately known to the transmitter. Note, however,
that there is no counterpart of the GEV scheme for the cases
involving per-antenna power or amplitude constraints. We also
note from Figure 4 that the proposed precoder yields better
performance than the ZF precoder and the precoder from [9,
Corollary 1], however at the cost of increased computational
complexity. For all the linear precoders, we note that the
performance gaps significantly decrease as the number of
antennas and/or transmit power increase. Figure 5 shows the
average number of iterations to obtain the proposed precoder
using Algorithm 1. The figure verifies that the subgradient
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Fig. 4. The secrecy capacity region (S-DPC) along with the secrecy rate
regions of the GEV precoder, the proposed linear precoder, the ZF precoder,
and the linear precoder in [9, Corollary 1], subject to a total power constraint
PdB = 10 log10 PTot. The number of antennas N ∈ {2, 4}.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

5

10

15

20

25

Fig. 5. The average number of iterations for Algorithm 1 corresponding to
the secrecy rate regions in Figure 4.

method is appropriate for tackling the outer problem with low
computational complexity and reasonable convergence.

In Figure 6, we plot the achievable secrecy rate regions
of the proposed linear precoder, subject to the total power
constraint (7), the per-antenna power constraint (11), and the
amplitude constraint (13). The secrecy capacity region (for
case of total power constraint) and the secrecy rate regions
of the ZF precoder (for all constraints) are also included. The
power level indicated in the figure specifies the total power
constraint in dB, i.e., PdB = 10 log10 PTot. For comparison
purposes, we choose the per-antenna power constraint as
Pi = PTot/N , and the amplitude constraint as Ai =

√
PTot/N ,

for all i = 1, . . . , N . The number of antennas N = 4. As
expected, the proposed linear precoder outperforms the ZF
precoder under all constraints, though at the cost of increased
computational complexity.

Example 4: Average performance with imperfect channel
information.

Finally, in this example, we illustrate the average perfor-
mance of the robust linear precoder using random channel
realizations. The entires of ĥ1 and ĥ2 are i.i.d. standard
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Fig. 6. Achievable secrecy rate regions of the proposed linear precoder
and the ZF precoder subject to a total power constraint (TPC), per-antenna
power constraint (PAPC) and amplitude constraint (AmC). The number of
antennas N = 4, and we set PTot = 4Pi = 4A2

i , i = 1, . . . , 4, and
PdB , 10 log10 PTot. The secrecy capacity region (S-DPC) is included for
the case of total power constraint.

Gaussian random variables, and the secrecy rate regions are
averaged over 1000 realizations. In Figure 7, we plot the worst-
case secrecy rate regions obtained with the robust precoder
considered in Section IV, subject to (7), (11), and (13).
Similar to Example 3, we choose Pi = PTot/N and Ai =√
PTot/N , for all i = 1, . . . , N , where 10 log10 PTot = 15 dB

and N = 4. The case ε1 = ε2 = 0 designates perfect channel
information, and is included for comparison purposes. As
expected, we note from Figure 7 that increased uncertainty
levels have negative impact on the worst-case secrecy rate
region.

VI. CONCLUSIONS

In this paper, we considered the design of linear precoders
for the two-user MISO BC-CM subject to total and per-
antenna power constraints, and also subject to amplitude
constraints. Per-antenna constraints are typically more diffi-
cult to handle, but they are essential for modeling hardware
limitations in practical systems employing multiple transmit
antennas. Although suboptimal, linear precoding is particularly
attractive because of low implementation complexity. On the
other hand, the optimal S-DPC scheme is difficult to imple-
ment, and can be only found via an exhaustive search when
per-antenna power constraints are taken into account. Further-
more, the optimal scheme is unknown for the case of amplitude
constraints. Therefore, our proposed linear precoding scheme
provides a viable solution to an open problem that has not
been addressed in the published literature.

We formulated the precoder design problem as a weighted
secrecy sum rate maximization problem that is transformed
into a more tractable one having only two optimization vari-
ables. We proposed a subgradient-based search algorithm to
obtain a solution, and characterized the condition under which
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Fig. 7. The worst-case secrecy rate regions with the robust linear precoder
under different channel uncertainty levels, ε1, ε2 ∈ {0, 0.1, 0.2}, subject to a
total power constraint (TPC), per-antenna power constraint (PAPC), and am-
plitude constraint (AmC). We set N = 4, PTot = 4Pi = 4A2

i , i = 1, . . . , 4,
and 10 log10 PTot = 15 dB. The secrecy capacity region (S-DPC) is included
for the case of total power constraint and perfect channel information.

the solution would be optimal. Our approach is applicable
to general convex constraints on the channel input. It is
also applicable to the robust design problem when channel
uncertainty is taken into account.

We used the total power constraint case, in which the
secrecy capacity region is precisely known, to validate our
approach and compare the performance of the proposed linear
precoder with the optimal S-DPC scheme. The numerical
results show a small loss in performance when the SNR
is sufficiently high. Compared to the idealistic case of total
power constraint and perfect channel information, the results
show considerable reduction in the achievable secrecy rate
region when per-antenna constraints and channel uncertainty
are taken into account.

APPENDIX A
PROOF OF PROPOSITION 2

Consider the unit vector u = [u1 u2]
T, u1 ≥ 0, u2 ≥ 0,

‖u‖2 = 1, and let ϕu(t), t ≥ 0, denote the function ϕ
from (29b) with its domain restricted to the line passing
through the origin along the direction u, i.e.,

ϕu(t) , ϕ(tu) = ϕ(tu1, tu2)

= fu(t)−
1

2

(
ln(u21t

2 + σ2) + ln(u22t
2 + σ2)

)
, (60)

where fu(t) , f(tu). Our goal here is to prove that, for any u,
there exists one point t? such that ϕu(t) is nondecreasing
for t ∈ [0, t?] and nonincreasing for t ≥ t?, i.e., ϕu(t) is
quasiconcave.

Since f(δ1, δ2) is concave, its restriction to a line is also
concave. As a consequence, fu(t) is continuous and twice
differentiable almost everywhere, meaning that there are only
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countably many points where f ′′u(t) may not exist [33, Chap-
ter 13]. In order to simplify the notation, we will first restrict
ourselves to the points at which fu(t) is twice differentiable,
then we will see that the extension to all t > 0 is straightfor-
ward. Differentiating (60) w.r.t. t, we obtain

ϕ′u(t) = f ′u(t)−
(

u21t

u21t
2 + σ2

+
u22t

u22t
2 + σ2

)
. (61)

Further differentiation yields

ϕ′′u(t) = f ′′u(t) + u21
u21t

2 − σ2

(u21t
2 + σ2)2

+ u22
u22t

2 − σ2

(u22t
2 + σ2)2

. (62)

Let t? denote any point at which ϕ′u(t) = 0. Then, we need
to show that there is only one such point. Setting t = t? and
substituting with ϕ′u(t

?) = 0 in (61) yield

f ′u(t
?) =

u21t
?

u21t
?2 + σ2

+
u22t

?

u22t
?2 + σ2

. (63)

Using (62) and (63), ϕ′′u(t
?) can be written as

ϕ′′u(t
?) = f ′′u(t

?) + (f ′u(t
?))

2 − 2u21u
2
2t
?2

(u21t
?2 + σ2)(u22t

?2 + σ2)

− u21σ
2

(u21t
?2 + σ2)2

− u22σ
2

(u22t
?2 + σ2)2

. (64)

Now we will show that the sum f ′′u(t
?)+ (f ′u(t

?))
2 is always

nonpositive, and thus ϕ′′u(t
?) is also nonpositive. To do this,

we first need to show that efu(t) is a concave function. Let
G(δ1, δ2) denote the optimal value of the perturbed problem

maximize
W

(hT
1 w1)

ρ(hT
2 w2)

1−ρ (65a)

s.t. |hT
2 w1| ≤ δ1, |hT

1 w2| ≤ δ2, (65b)

‖W‖2F ≤ PTot, (65c)

w2
1i + w2

2i ≤ Pi, i = 1, . . . , N. (65d)

Since the objective function in (65a) is concave (see [24,
Problem 3.16 (f)]), the perturbed problem (65) is convex, and
thus G(δ1, δ2) is a concave function. Next, we note from (28)
and (65) that G(δ1, δ2) = ef(δ1,δ2). Thus, Gu(t) , G(tu) =
efu(t), and we have

G′′u(t) = Gu(t)
(
f ′′u(t) + (f ′u(t))

2
)
. (66)

Since Gu(t) is concave, it holds that G′′u(t) ≤ 0 [24,
Section 3.1.4]. Furthermore, since Gu(t) is nonnegative, we
must have

f ′′u(t) + (f ′u(t))
2 ≤ 0. (67)

Thus, f ′′u(t
?)+ (f ′u(t

?))
2 ≤ 0 and, consequently, ϕ′′u(t

?) ≤ 0.
The last inequality tells us that ϕ′u(t) can experience zero-
crossing only from positive to negative. Since this can happen
only once, we conclude that there is only one point t? such
that {

ϕ′u(t) ≥ 0 for t ≤ t?,
ϕ′u(t) ≤ 0 for t ≥ t?.

Hence, ϕu(t) is quasiconcave.
In order to extend the proof to include the points at

which fu(t) is non-differentiable, we just need to replace the
derivative of fu(t) with any element from its subdifferential.

Specifically, since fu(t) is concave, it is continuous and has
right and left derivatives over the whole interior of its domain
(i.e., for all t > 0) [34, Theorem 1.6]. Such derivatives are
nonincreasing in the sense that, for any t2 > t1 > 0, we have

f ′u(t
−
1 ) ≥ f ′u(t

+
1 ) ≥ f ′u(t

−
2 ) ≥ f ′u(t

+
2 ). (68)

Now, at the points where f ′u(t
+) 6= f ′u(t

−), i.e., fu(t)
is non-differentiable, we will allow f ′′u(t) → −∞ and let
f ′u(t) take any value in the interval [f ′u(t

+), f ′u(t
−)], which

makes (67) hold for all t > 0. Thus, ϕ′′u(t
?) is always

nonpositive including, possibly, ϕ′′u(t
?) → −∞. In other

words, ϕ′u(t
+) (or, equivalently, ϕ′u(t

−)) can experience zero-
crossing only from positive to negative, even if ϕ′u(t

+) has
jump discontinuity at the crossing point. Following the same
argument for the differentiable case, we conclude that ϕu(t)
is quasiconcave for all t ≥ 0. �
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