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Abstract—In this paper, we address the problem of improv-
ing the medium access control (MAC) layer efficiency in in-
door broadband power line communication (BB-PLC) networks.
Several overheads in the MAC layer, like random back-offs
and collision recovery, degrade the MAC efficiency. To reduce
these overheads, we apply in-band full-duplexing (IBFD), which
enables medium-aware transmission at all the network nodes.
Specifically, we propose two new schemes called contention-free
pre-sensing and mutual preamble detection to minimize the time
spent during contentions and collisions. Considering the non-
idealities of IBFD, we analytically show the feasibility of our
solutions. We further design a comprehensive simulation model
with multiple priority data frames and Poisson network traffic
arrival to emulate a real in-home network traffic. We then present
numerical results for both the classical saturated network model
and the comprehensive traffic model, to show through OMNeT++
simulations that our presented solutions achieve over 95% of
the optimum MAC efficiency that can only be attained in the
idealized case of no contentions or collisions.

Index Terms—Power line communications, home area network,
MAC efficiency, contention-free pre-sensing, mutual preamble
detection.

I. INTRODUCTION

BROADBAND Power Line Communication (BB-PLC)
provides an attractive alternative for a backbone and/or

stand-alone communication medium for home area networks
(HANs) as it uses the existing in-home wiring infrastructure
for high-speed and reliable data communications [2], [3].
Since the introduction of the 10-Mbps class BB-PLC prod-
ucts of HomePlug 1.0 [4], data rates provided by BB-PLC
have increased multi-fold. Current HomePlug AV2 compliant
devices use multiple wires available in most in-home wiring
installations to achieve multiple-input multiple-output opera-
tion, and offer data rates of up to 2 Gbps [5]. The gigabit
range of throughput and the widespread availability of access
points (i.e., power outlets) render power lines as a favorable
communication medium for HANs [6].

A. Background and State-of-the-art in BB-PLC

Despite the high data rate obtained in the physical (PHY)
layer, it remains a challenge for the Medium Access Control
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(MAC) layer to translate this PHY data rate efficiently into
MAC throughput. The cause for this can be understood by
examining the channel access procedure followed in typical
BB-PLC protocols. Carrier sense multiple access (CSMA)
with collision avoidance (CA) is implemented as the primary
medium access scheme in popular BB-PLC standards like
HomePlug AV (HPAV) and IEEE 1901 [5], [7]. CSMA/CA
uses a random back-off strategy to prevent collisions. When a
collision nevertheless occurs, a relatively long time is spent
on collision recovery [8]. These contentions and collision
overheads lead to an inefficient MAC protocol, since no
payload data is transferred over the medium during the random
back-offs or the collision recovery phase.

A possible solution to avoid the lengthy collision recovery is
to implement CSMA with collision detection (CD). Applying
CSMA/CD on power lines has been considered infeasible as it
requires network nodes to support a full-duplex operation [9,
Ch. 5]. The recent introduction of in-band full-duplexing
(IBFD) for BB-PLC enables network nodes to sense the
medium while simultaneously transmitting data [10]. This in-
spires us to propose not only a practical CD scheme, similar to
CSMA/CD in full-duplex wireless networks [11], [12], but also
devise an IBFD-based method to eliminate the redundant back-
off stages. Although CSMA/CD is also implemented in early
Ethernet networks [13, Ch. 6], we face unique challenges in
BB-PLC scenarios as explained in Section III and Section IV.

B. Related Works on CSMA/CD using IBFD

CSMA/CD was also considered infeasible in wireless net-
works when the network nodes were unable to transmit and
receive signals simultaneously in the same band [14]. Pseudo-
CSMA/CD procedures, like CSMA with collision notification
(CN), were instead proposed as a middle-ground solution
between CSMA/CA and CSMA/CD [14]. However, the intro-
duction of IBFD has propelled feasible CSMA/CD methods
to be proposed for wireless networks. The authors in [15],
[16] used IBFD to enable the receiver node to continuously
transmit acknowledgments as collision-free indicators while
receiving the data payload. Such a scheme not only deprives
an IBFD system of the bidirectional data payload transmission,
but also potentially causes multiple false alarms in condi-
tions of packet errors. Furthermore, it introduces additional
power consumption at the destination node for the continuous
acknowledgment transmission [17]. Alternative CSMA/CD
techniques were proposed for wireless networks in [11], [12]
to detect a collision at the transmitter by sensing the medium
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during transmission without relying on the feedback from the
destination node. However, [11], [12] provided analysis of
CSMA/CD under the assumption of Rayleigh channel and a
fixed self-interference cancellation performance. In contrast,
we specify a complete detection and reaction procedure to
realize CSMA/CD in BB-PLC networks through the IBFD
detection of preamble symbols, and prove the feasibility of
our solution by analytically deriving the detection error and
false alarm rates under a worst-case power line attenuation
condition. For our calculations, we use the self-interference
cancellation performance reported in the literature [10], [18],
which is shown to be dependent on the power line channel
attenuation.

C. Contributions

In this paper, we exploit the medium-aware transmission
enabled by IBFD to propose two novel techniques. First,
we propose a contention free pre-sensing (CFP) scheme to
eliminate the redundant back-off stages. In this scheme, we
use the IBFD operation to enable network nodes to simul-
taneously transmit and sense for priority resolution symbols
(PRSs) during the priority resolution procedure (PRP). This
lets a network node identify a contention-free condition (CFC)
where no other nodes transmit a MAC frame of the same or a
higher priority. Under such a condition, we allow the node
to skip the random back-off stage, and gain access to the
power line medium immediately after the PRP. As a result,
the redundant back-off stages can be eliminated, and the MAC
efficiency can be improved.

Next, with the same underlying principle, we propose a sec-
ond access control scheme, called mutual preamble detection
(MPD), which, when combined with CFP, further increases
the MAC efficiency. Using the IBFD operation, we enable
network nodes to preempt and thus avoid possible future
frame collisions by sensing the medium while transmitting
preambles. In this way, we eliminate the lengthy recovery time
associated with a frame collision. This is especially beneficial
for future in-home PLC networks that are expected to often
operate under a heavily loaded network condition with an
increased frame collision rate.

To determine the applicability of our schemes in BB-PLC
networks, we analytically derive closed-form expressions for
the pertinent detection error and false alarm rates. We then
use the self-interference cancellation gain values reported for
IBFD BB-PLC systems under realistic in-home channel and
noise scenarios [18], to prove that the worst-case probabilities
of false alarms and detection errors for a wide-range of PLC
channel conditions are near-zero.

Finally, we build a comprehensive in-home power line net-
work simulation model with multiple priority data frames and
Poisson network traffic arrival to emulate a real HAN traffic.
Using both this model and the classical simplistic model
with a single priority saturated network traffic, we perform
network simulations using OMNeT++, and demonstrate that
the MAC layer overheads caused by contentions and collisions
are significantly reduced by applying our new schemes.

D. Outline

The rest of the paper is organized as follows. In Section II,
we describe the functioning of the current HPAV MAC pro-
tocol, focusing on the aspects relevant to the schemes we
propose. In Section III and Section IV, we improve the MAC
efficiency by proposing our new CFP and MPD schemes. We
provide numerical results in Section V, where we describe
the adopted simulation models and present the OMNeT++
simulation results. In Section VI, we discuss the implemen-
tation costs associated with our proposed solutions, and their
interoperability with legacy devices. Finally, we conclude this
paper in Section VII.

Throughout this work, we consider the channel access
procedure specified in the HPAV protocol [8]. However, due to
the inherent upward and downward compatibility that HPAV
provides, as well as the incorporation of an HPAV-like MAC
protocol in the IEEE 1901 standard [19, Ch. 8] and the ITU-
T G.hn standard [20, Ch. 12], all solutions that we propose
in this paper can also be easily extended to these BB-PLC
standards [21], [22].

II. FUNCTIONING OF THE HPAV MAC LAYER

In this section, we briefly describe some aspects of HPAV
MAC protocol [8] that we modify in Sections III and IV, and
also define the MAC efficiency, which we intend to improve
with our proposed access control schemes.

A. MAC Operation in CSMA/CA Mode

Fig. 1 shows the time line of a MAC frame transmission
under a standard CSMA/CA operation. In the following, we
introduce components of its operation, which are relevant to
the schemes we propose.

1) Priority Resolution Procedure: A MAC frame transmis-
sion is initiated with a PRP. The HPAV protocol specifies four
priority levels from 0 (lowest) to 3 (highest) that the network
nodes can choose from using two priority bits. The priorities
are resolved bit-by-bit starting with the slot for PRS0, and
followed by PRS1, with PRS0 indicating the most significant
bit in the binary representation of the priority level. Nodes
with the highest priority level in the network win the PRP,
which ensures messages of higher priority levels always get
transmitted before those of lower priority levels [8, Ch. 3].

2) Collision Avoidance: Collision avoidance in CSMA/CA
is realized through the random back-off mechanism. Nodes
winning the PRP, or recovering from a collision, participate
in the back-off stage, which consists of a variable number of
back-off time slots of equal time intervals. At each back-off
time slot, the back-off counter (BC) of a participating node
is decreased by one. Upon arriving at BC = 0, a preamble is
transmitted by this node in the subsequent back-off time slot.
The nodes transmitting a preamble gain access to the channel
and then transmit a frame control (FC) message of type start-
of-frame (SOF), followed by the data payload [23].

3) Collision in the Network: Despite the precautions taken
to avoid collisions, CSMA/CA does not guarantee collision-
free transmission, especially with increased number of con-
tending nodes [24]. A collision in the network node occurs



0090-6778 (c) 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2017.2749398, IEEE
Transactions on Communications

IEEE TRANSACTIONS ON COMMUNICATIONS 3

PRS0 Back-Off Stage PB FC of type SOF Data Payload

RIFS PB CIFS

CIFS
Source 
Node

Destination 
Node

PRS1

FC of type SACK

Fig. 1. Time line of an HPAV MAC frame transmission in CSMA/CA mode. (PB = Preamble)
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Fig. 2. Time line of a MAC frame transmission in case of a collision.
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Fig. 3. Time line of a MAC frame transmission with CFP when a CFC successfully detected.
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Fig. 4. Time line of a MAC frame transmission in case of a collision with the deployment of MPD.

when multiple nodes simultaneously transmit the preamble
signal in a back-off time slot to gain access to the channel. A
collision is determined at a network node if the node does not
receive a selective acknowledgment (SACK) frame before the
extended inter-frame space (EIFS) timer expires, as shown in
Fig. 2.

4) Collision Recovery: Nodes recover from a collision
immediately after the EIFS timer expires, and starts to back-
off regardless of the priority level of the transmitting MAC
frames. This operation is illustrated in Fig. 2. The EIFS has a
duration of

tEIFS = 2tp + 2tFC + MaxFL + tRIFS + tCIFS, (1)

where tp, tFC, MaxFL, tRIFS, and tCIFS are the time intervals
of the preamble, the FC, the maximum time interval of the
data payload, the response inter-frame space (RIFS), and the
contention inter-frame space (CIFS), respectively. EIFS is
therefore lengthy, and renders a collision very costly to recover
from.

B. MAC Efficiency

As shown in Fig. 1, a data payload is only transmitted in
the time interval following the SOF transmission. All other
time intervals are overheads that impede the ability of the
MAC layer to efficiently translate PHY data rate into the MAC
throughput. To quantify this cross-layer throughput transfer,
we define the MAC efficiency as the portion of time utilized
by the MAC layer to transmit the data payloads, which is also
referred to in the literature as the normalized throughput to
evaluate the performance of a MAC protocol [25], [26].

For N collision-free frame transmissions over a time dura-
tion T , we define the MAC efficiency as

η ,
1

T

N∑
i=1

ti, (2)

where ti indicates the data payload interval of the ith frame,
which is dependent on the traffic demands of the transmission
station as well as the data payload PHY transmission rate, and
is limited by MaxFL.
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To determine the extent to which η can be improved,
the ideal maximum MAC efficiency under CSMA operation
can be computed under the condition that a network node
continuously transmits frames of maximum length without
incurring a collision, or back-off1. Under such conditions, each
data payload is of the maximum time interval MaxFL, and
each MAC frame shown in Fig. 1 is of an identical duration
of 2tSLOT + tp + tFC + MaxFL + tRIFS + tp + tFC + tCIFS =
2tSLOT + tEIFS, where 2tSLOT is the time interval for two
PRSs. Thus, the maximum MAC efficiency can be expressed
as

ηmax =
MaxFL

2tSLOT + tEIFS
. (3)

With the objective of enhancing practical values of η as
close as possible to ηmax, we attempt to reduce the MAC
overheads caused by contentions and collisions, by proposing
two new access control schemes in the following two sections.

III. CONTENTION FREE PRE-SENSING

In this section, we propose our first scheme called CFP to
detect a CFC during the PRP.

A. Network Operation with CFP

Recall that a CFC at a node is a condition where no other
network node transmits a MAC frame of the same or a higher
priority. To detect a CFC, we enable network nodes with the
IBFD operation, and allow them to detect the PRS transmitted
by other nodes while transmitting a PRS themselves. If a node
does not detect any other PRS signals during its transmission,
it identifies the channel to be contention-free, i.e., detects the
presence of a CFC. In case a CFC is detected, as shown in
Fig. 3, we skip the random back-off stage that traditionally
follows the PRP, and let the source node transmit a preamble
signal to gain access to the power line medium immediately
after the PRP. Due to this, we observe from Figs. 1 and 3 that
we save a time duration of up to CWmax · tSLOT, which is
otherwise wasted for a redundant back-off. CWmax indicates
the maximum contention window size.

B. Detecting CFC using IBFD CFP

Consider a network of K nodes, where N of those nodes
contend to transmit a frame, with priority level pn associated
with each of the n = 1, 2, ..., N nodes. A CFC occurs
when only one of the N nodes transmits a message of the
maximum priority level of all transmitting nodes, max(pn),
with 0 < max(pn) ≤ pstd, where pstd = 2m − 1 (m ∈ Z+)
is the highest supported priority level of a message in the
operating standard. For example, in the IEEE 1901 and HPAV
standards, m = 2. In order to provide upward compatibility for
future standards that may decide to support a greater number
of priority levels to effectively serve traffic of varied nature,
we present an analysis of our proposed CFP procedure for
general m.

1For the sake of simplicity, we ignore the bursting and inverse bursting
procedure specified in the HPAV protocol for this computation, without any
adverse effects on our proposed solution. Results obtained in this paper can
be easily extended to cases with bursting.

We define that a px-CFC occurs when only one network
node transmits a message with max(pn) = px. Our CFP
scheme is aimed to successfully detect such px-CFCs, for all
0 < px ≤ pstd. Every priority level pn can be expressed as

pn =
m−1∑
i=0

2m−1−iχi, (4)

where χi ∈ {0, 1} is the binary value of the ith PRS, PRSi,
i.e., χi = 1 when a PRSi is transmitted by the node and
χi = 0 otherwise. The priority levels are resolved bit-by-bit
through the m priority bits from PRS0 to PRSm−1, with the
most significant bit, χ0, transmitted first as PRS0. During the
PRP, a node of priority pn transmits the PRS signal in PRSi
(0 ≤ i ≤ m− 1) if and only if χi = 1.

Every pn (pn 6= 0) is associated with a slot position j̄n, for
which χj̄n = 1 while χjn = 0, ∀jn > j̄n. That is, χj̄n is
the least significant ‘bit 1’ in the binary notation of pn. With
an intention to preserve the legacy PRP and introduce CFP
as an add-on feature, we compel the nth network node with
priority pn to perform CFP only at PRSj̄n , when it has won
all previous PRSs. If the node loses the PRP before PRSj̄n , it
resigns from the PRP contention as per the legacy PRP, and
therefore does not proceed to perform CFP.

When the node has won in all the previous priority res-
olution slots, it transmits a PRS at PRSj̄n , and so will any
other node with the same or a higher priority level. Therefore,
if the nth node detects another PRS transmitted at PRSj̄n , it
deduces the presence of other node(s) of either the same or
a higher priority level. In either case, the nth node deduces a
non-CFC. However, if it does not detect any PRS in PRSj̄n ,
it deduces an absence of any other node with the same or
a higher priority level. In such a CFC, the node skips the
following back-off stage as described in Section III-A. This
way, we ensure that the CFP procedure does not interfere with
the conventional PRP, and is only a supplementary feature
introduced to eliminate the redundant back-off stage under
CFC.

The successful detection of a CFC is dependent on the
extent of self-interference cancellation achieved by the IBFD
solution. A non-ideal self-interference cancellation in IBFD
could subject CFP to detection failure or false alarms. In the
following, we analytically compute the probabilities of detec-
tion errors and false alarms using realistic self-interference
cancellation gain values reported in [18].

C. Detection Error and False Alarm Rates

We denote the false alarm and detection error rates of the
CFP at a network node as PFA and PDE, respectively. To aid
our derivations, we define the following three events at a given
network node.
• E0: The node transmits a PRS.
• E1: The node detects the presence of at least one PRS

signal transmitted by another node in the network.
• E2: At least one node other than the considered node

actually transmits a PRS.
A false alarm occurs at a PRS transmitting node when it
detects the presence of a PRS while no network nodes have
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actually transmitted a signal. Similarly, a PRS transmitting
node is subject to detection errors when it fails to detect a PRS
signal when at least one other network node has transmitted
the signal. Therefore, we formulate the error probabilities as

PFA = P (E0 ∩ (E1|Ē2)), (5)
PDE = P (E0 ∩ (Ē1|E2)), (6)

where Ēn represents the non-occurrence of the event En.
In order to calculate PFA and PDE, consider a network with

two nodes A and B, with node A continuously transmitting
PRSs, while node B either transmits a PRS or remains
silent. To determine the detection error and the false alarm
rate at node A, we view this scenario as an on-off keying
(OOK) transmission, with node B transmitting ‘bit 1’ when it
transmits a PRS, and ‘bit 0’ when it does not. Here, ‘bit 1’
corresponds to the PRS signal s1, whose samples are given
by [8]

s1[`] =
103/20

√
L

∑
c∈C

cos

(
2π · c · `

L
− ψ(c)

)
,

` = 0, 1, ..., L− 1, (7)

where L is the total number of time samples transmitted in
the PRS signal, C is the set of orthogonal frequency division
multiplexed (OFDM) sub-carriers used for PRS transmission,
and ψ(c) is a sub-carrier specific phase angle [8]. Thus, PFA

represents the probability of node A detecting a ‘1’ when a ‘0’
is transmitted by node B, and PDE represents the probability
of detecting a ‘0’ when a ‘1’ is transmitted. Considering that
the signal is subject to possible phase distortions along the
line, we apply non-coherent detection at node A. Under such
a condition, PFA and PDE are the bit error probabilities of
non-coherent OOK detection, and can be expressed as [27,
Ch. 7]

PFA = exp

(
−b

2
0

2

)
, (8)

PDE = 1−Q
(√

2γ, b0

)
, (9)

where Q(·, ·) is the first-order Marcum-Q function, b0 is the
decision threshold of non-coherent OOK normalized to the
root-mean-square noise value, and γ is the signal-to-noise ratio
(SNR). The latter is given as

γ =
Eb

N0 + ΨRSI
, (10)

where Eb represents the received energy per-bit2, N0 is the
average power spectral density (PSD) of the cumulative noise
at the receiver of node A, and ΨRSI is the average residual
self-interference (RSI) PSD after non-ideal self-interference
cancellation. For brevity, we define N0,FD = N0 + ΨRSI as
the new effective ‘noise floor’ under IBFD operation.

To determine realistic values of PDE and PFA in a HAN,
we derive an expression for γ in terms of known transmission
parameters and channel conditions. The received bit-energy
can be written as Eb = ΦRtpd, where tpd is the time interval

2The term ‘bit’ here refers to the PRS signal in one PRS slot used for
signal detection.

for PRS detection, which is related to the PRS time tSLOT as
tpd = tSLOT − 2tRI, where tRI is the roll-off time interval at
the beginning and the end of a PRS and is not used for signal
detection. On the other hand, ΦR is the power of the received
signal, which can in turn be written as

ΦR =

f2∫
f1

ΨR(f)df, (11)

with ΨR(f) being the PSD of the received signal at a
frequency f , and f1 and f2 are the lower and upper frequency
limits of the transmission band, respectively. We further ex-
press ΨR(f) in terms of the known transmit PSD, ΨT(f),
as ΨR(f) = ΨT(f) · |H(f)|2, where H(f) is the power line
channel frequency response at frequency f from node B to
node A. The maximum transmit PSD is typically regulated to
limit the electromagnetic interference caused by BB-PLC [21].
For our analysis, we consider the devices to always transmit
signals with maximum PSD ΨT,max, although newer devices
support variable transmit PSDs [28]. Further, it is safe to
assume the channel gain to be flat within each sub-carrier,
since the HPAV PRS sub-carrier spacing is smaller than the
observed channel coherence bandwidth in typical in-home BB-
PLC networks [8], [29]. We can therefore re-write (11) as

ΦR = ΨT,max

∑
c∈C

|H(fc)|2 ·∆f, (12)

where fc is the center frequency of the cth OFDM sub-
carrier, and ∆f is the sub-carrier spacing. Since N0,FD =

1
|C |

∑
c∈C

N0,FD(fc), where N0,FD(fc) is the effective noise

floor of the cth OFDM sub-carrier under IBFD operation, we
express (10) as

γ = ΨT,maxtpd∆f |C |

∑
c∈C

|H(fc)|2∑
c∈C

N0,FD(fc)
. (13)

We now determine the optimal value of the threshold b0
to be used in (8) and (9). Denoting the overall network node
error rate as

Pe = P (E2|E0)PDE + P (Ē2|E0)PFA, (14)

we define the optimal threshold as

bopt , arg min
b0

Pe. (15)

In the appendix, we derive a closed-form approximation of
the optimal threshold solution as

bopt ≈ b̃opt =

√
(γ + ln τ)2 + 4(γ + ln τ)

2γ
, (16)

where τ = P (Ē2|E0)
P (E2|E0) . The value of τ at a given node depends

on the transmitting priorities and the congestion conditions of
other network nodes.

When a node transmits a PRS, i.e., when the event E0

occurs, the other network nodes have a conditional probability
of P (Ē2|E0) to not transmit any PRS, and P (E2|E0) to
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transmit at least one. Thus, τ can be estimated locally at any
given node by counting the number of priority resolution slots
where at least one other node also transmits a PRS, while
the considered node transmits a PRS itself. This can easily be
achieved due to the IBFD operation applied at each network
node. Such an estimation of τ relies on a local historical record
of PRS detection. When this record is unavailable, such as
during the bootstrapping of the network, the node sets τ = 1
as in [1] to minimize PFA+PDE. This serves as an upper bound
for both PFA and PDE individually and yields near-zero error
rates as shown later in this section. The node then dynamically
updates τ to minimize Pe.

Since Pe is a monotonically decreasing function with re-
spect to γ for the optimum detection threshold bopt (which is
closely approximated by b̃opt) [27, Ch. 7], and since |H(fc)|2

N0,FD(fc)

decreases with |H(fc)|2 [10], we use the worst-case minimum
channel gain, |Hmin|2, across all sub-carriers to obtain an
upper bound for the total error, Ptot, as

Ptot = PDE + τPFA (17)

≤ 1−Q
(√

2γmin, b̃opt

)
+τ exp

(
−
b̃2opt

2

)
, (18)

where γmin =
ΨT,max|C ||Hmin|2∆ftpd

N0,FD
.

The only remaining unknown is N0,FD, which we determine
by referring to [10, Table II] that reports the signal-to-
canceled-interference-plus-noise-ratio (SCINR) after the self-
interference cancellation under different channel conditions.
We compute N0,FD as

N0,FD(f) =
ΨR(f)

SCINR(f)
. (19)

It has also been shown in [10] that SCINR(f) varies with
changing H(f). Since we consider a worst-case performance
with |Hmin|2, we calculate N0,FD as

N0,FD =
ΨT,max · |Hmin|2

SCINR
, (20)

where SCINR is the associated self-interference cancellation
performance for |Hmin|2.

We now calculate the values of γmin that we obtain for
different |Hmin|2. In accordance with the HPAV specifications,
we set ΨT,max = −50 dBm/Hz, ∆f = 195 kHz, |C | = 153,
and tpd = 25.92 µs [8]. The resulting γmin values are listed
in Table I. Next, we compute the associated b̃opt. Finally, we
use (18) to determine the practical upper-bound values of Ptot

that we expect to encounter when CFP is deployed in in-home
networks.

As an example, we consider the case where τ = 1 to
evaluate Ptot. With the values computed in Table I and
using (16), we calculate Ptot to be near-zero (< 10−100)
under various minimum channel gain conditions down to
|Hmin|2 = −60 dB.

For other values of τ ranging between 0.01 and 100, we find
Ptot, PFA, and PDE to all be nearly zero as well. This assures
us that the deployment of CFP in practical in-home BB-PLC
network environments results in virtually no detection errors
or false alarms.

TABLE I
PRS SNR UNDER VARYING MINIMUM CHANNEL GAINS

|Hmin|2 SCINR N0,FD γmin

(dB) (dB) (dBm/Hz) (dB)

-5 32 -87 60

-10 30 -90 58

-20 27 -97 56

-30 27 -107 56

-40 21 -111 50

-50 12 -112 40

-60 2 -112 30

D. Impact of PLC Noise
The performance of our proposed solution is entirely depen-

dent on the self-interference cancellation ability of the IBFD
solution used, and our solution is equally applicable under all
PLC noise conditions. Under moderate to low noise scenarios,
where ΨRSI is the more dominant component of N0,FD, the
values presented in Table I remain unchanged as it is equiva-
lent to the condition that we have reported our values for, i.e.,
with N0 = −120 dBm/Hz and N0,FD ≥ −112 dBm/Hz. On
the other hand, when power line noise is the limiting factor
of SCINR, i.e., when N0 is the more dominant component of
N0,FD, the values of γmin are lower than those reported in
Table I. However, note that such a condition is similar to a
half-duplex (HD) signal detection and is not a result of IBFD
detection. The PRS signals are designed in the HPAV standard
with multiple repetitions in order to be resilient to harsh power
line noise conditions. For example, with τ = 1, and a power
line noise as high as N0 = −103 dBm/Hz on all sub-carriers,
we still achieve a total error rate of Ptot = 10−20. The multiple
PRS repetitions also enable an impulse noise resilient PRS
signal detection. In addition, the impulse noise events occur
with a low probability [30], [31].

Despite this, if a node is unable to detect a PRS signal sent
by another network node, the adverse effects associated (such
as, the two nodes being hidden from each other during the PRS
transmission phase) are exactly the same as those in an HD
case. Such conditions could potentially result in data payload
collisions, just as it would in an HD operation. However, we do
not address such collisions in this work. We focus on the more
common cause of frame collisions resulting from two or more
network nodes having the same value of BC. In the following
section, we use the underlying technique built in Section III
to design an MPD scheme to eliminate such collisions.

IV. MUTUAL PREAMBLE DETECTION

In this section, we introduce our second access control
scheme called MPD, where we use the medium-aware trans-
mission ability provided by the IBFD operation to avoid the
lengthy collision recovery by predicting a future frame colli-
sion. Through MPD, we essentially propose a practical scheme
to realize CSMA/CD in BB-PLC networks by detecting the
overlapping preamble signals.



0090-6778 (c) 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2017.2749398, IEEE
Transactions on Communications

IEEE TRANSACTIONS ON COMMUNICATIONS 7

A. Network Operation with MPD

We enable all nodes in the network with the ability to
transmit a preamble and simultaneously sense the power line
medium for other possible preamble signal transmissions. In
this way, when two or more network nodes transmit a preamble
signal at the same back-off time slot and gain access to the
power line channel simultaneously, they each predict a future
data payload collision by detecting a preamble other than their
own. Under such circumstances, we compel these conflicting
nodes to transmit another preamble signal subsequently. This
acts as a jamming signal to ensure that all network nodes are
made aware of a potential collision. We then let the nodes
follow the standard HPAV collision recovery procedure within
an interval of tCIFS. This operation is illustrated in Fig. 4.

We notice that the time interval between the two back-off
stages (the back-off stage of the colliding MAC frame and
the back-off stage after the collision recovery) is reduced to
tp + tCIFS with our MPD scheme, while it is of duration tEIFS
in the original HPAV MAC protocol, as shown in Fig. 2.

B. IBFD Preamble Detection

To determine the success of IBFD preamble detection,
consider a BB-PLC network with two nodes, A and B, with
node A continuously transmitting preambles slot-by-slot, while
in each time slot, node B either transmits a preamble or not.
Similar to Section III-C, we view the behavior of node B as
a source continuously transmitting information bits using on-
off keying, with the preamble signal being the transmission
pulse. In every preamble time slot, node B transmits a bit ‘1’
to send a preamble to node A, and a ‘0’ when it has nothing
to transmit. An IBFD enabled node A is able to continuously
detect the information bit sent by node B in each time slot.
This scenario is similar to the one considered in Section III-C,
albeit, the transmission pulse is now a preamble signal, s2,
where

s2[`] =
103/20

√
L

∑
c∈C

cos

(
2π · c · `

L
+ ψ(c)

)
,

` = 0, 1, ..., L− 1, (21)

with the value of L being the same as that for the PRS signal.
The preambles also use the same set of OFDM sub-carriers as
the PRSs, with the phase shift of each corresponding sub-
carrier being the same in magnitude but opposite in sign.
Therefore, the PFA and PDE formulations in Section III-C
also apply to the above scenario. This also implies that all
the computations in (8)–(20), as well as the data reported in
Table I, are valid for detecting preambles as well. Thus, the
detection error rate and the false alarm rate for MPD are also
practically zero.

V. NUMERICAL EVALUATIONS

In this section, we first describe the comprehensive sim-
ulation model we build to emulate a real HAN traffic. In
particular, we enable multiple priority levels that are indicative
of the heterogeneous nature of the HAN traffic. Further,
we introduce the Poisson traffic shaping (PTS) to emulate

a real HAN traffic arrival, and apply a network resource
allocation scheme to ensure that each priority level acquires an
appropriate share of the network resource. We then use both
the classical simplistic model and the comprehensive model we
built to present OMNeT++ simulation results of the CFP and
MPD performances, to verify the effectiveness of our proposed
schemes.

A. Network Traffic

The performance of a distributed coordinated network is
often evaluated with the assumptions of a single-priority
saturated network traffic [25], [26], [32]. However, such as-
sumptions are not only not indicative of realistic in-home PLC
networks, but they also limit our ability to test the effectiveness
of our proposed schemes. For example, recall that a CFC is
a condition where a single node wins the PRP among all
contending nodes. With a single-priority saturated network
traffic arrival, all the network nodes contend with the same
priority level in each PRP, which never creates a CFC. On the
other hand, network traffic in a typical HAN is heterogeneous
in nature, which is well accommodated by the multiple priority
levels of HPAV. Furthermore, a typical HAN consists of net-
work traffic from both high-speed multimedia and smart home
applications. While network traffic arrivals of the smart home
applications are found to be well emulated by the Poisson
process [33], [34], those of the multimedia applications are
found to be self-similar in nature [35], and well emulated by
a Markov-Modulated Poisson Process (MMPP) [36]. Thus, we
build a comprehensive simulation model with multiple priority
levels and PTS to generate a realistic network traffic condi-
tion. Since the performance with a single-priority saturated
network traffic is also an important evaluation metric of MAC
protocols, we use both the classical simplistic model and our
comprehensive model for our network simulations.

B. Poisson Traffic Shaping

For simplicity, we emulate the network traffic arrivals of the
multimedia applications with the 1-state MMPP, so that we can
emulate the HAN traffic arrivals with the Poisson process as
in [32]. The PTS adopted in our comprehensive model pushes
the MAC frames according to the Poisson process [37], with
a mean arrival rate of λn,i at the nth network node for the
ith priority MAC frame (i ∈ {1, 2, 3}). Note that we do not
shape data packets with priority 0. When all the higher priority
messages are successfully transmitted by the node, it attempts
to transmit a best-effort data frame of priority 0.

C. Network Resource Allocation

Recall from Section II-A that the PRP ensures messages of
higher priority levels always get transmitted before those of
lower priority levels. However, this has been shown, in [38],
to result in lower priority starvation when the network traffic
of higher priority levels gets saturated. Therefore, to enable
a heterogeneous network traffic with multiple priority levels,
and to ensure a minimum bandwidth guarantee for the lower
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Power Line

Fig. 5. In-home BB-PLC network simulation topology.

priority frames, our comprehensive model allocates an appro-
priate share of the network resource to each priority level,
beyond the conventional PRP of the HPAV protocol.

We denote the average MAC frame intervals at the nth
network node as µn,i for the ith priority MAC frame (i ∈
{1, 2, 3}). This can be seen in Fig. 1 as the duration from the
beginning of the PRS0 to the end of the CIFS. For a network
with N active network nodes, we ensure that

N∑
n=1

(µn,3λn,3 + µn,2λn,2 + µn,1λn,1) = κ, (22)

where κ < 1. We choose κ by accounting for a fair portion
of the network resource to be reserved for collisions and
retransmissions. The remaining network resource is utilized for
best effort message transmission. This guarantees that every ith
(i 6= 0) priority level gets an appropriate share of the network

resource, κi =
N∑
n=1

µn,iλn,i.

D. Simulation Configuration

We use a discrete event simulator, OMNeT++, to simulate
the in-home PLC network [39]. A set of N nodes are
interconnected to each other through the power line medium
to form a fully meshed network, as shown in Fig. 5. In our
simulations, we assume an identical time interval of the data
payload, tFL, regardless of its priority level. Further, we do
not consider the MAC frame retransmissions associated with
transmission errors in data payloads as they do not affect
η as defined in (2). We enlist all simulation parameters in
Table II, which are based on the HPAV specifications [8]. The
statistical significance of the simulation results is guaranteed
by the sufficient duration of each simulation run, TS, where
the resultant MAC efficiency is the average performance of
several thousands of MAC frame transmissions.

By denoting the total number of collision-free MAC frames
transmitted as nT, we compute η at the end of each simulation
run as

η =
nTtFL
TS

. (23)

E. Performance of CFP with Single Node Flooding

For our first result, we use the following network setting
to test the effectiveness of the CFP scheme. We set |N | = 1

TABLE II
SIMULATION PARAMETERS

Parameter Value

Simulation time, TS 30 s

tCIFS 100 µs

PRS and Back-off slot time, tSLOT 35.84 µs

tp 35.84 µs

tFC 133.92 µs

MaxFL 2341.12 µs

tRIFS 140 µs

tEIFS 2920.64 µs
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Fig. 6. MAC efficiency as a function of tFL with single node flooding.

by letting a single node be the only active network node that
continuously transmits priority-3 MAC frames to all the other
network nodes without channel idling. Under such a scenario,
our proposed MPD scheme has no effect as no contentions or
collisions occur with this setting. The impact of varying tFL on
the achieved MAC efficiency with and without CFP is shown
in Fig. 6.

Since the network experiences no collision or idle time
intervals, the power line medium is kept busy by continu-
ously transmitting MAC frames shown in Fig. 1. Under such
conditions we refer to (1) and express the MAC efficiency as

η =
tFL

(tEIFS −MaxFL) + tFL + (2 + E[nBF])tSLOT
, (24)

where E[nBF] is the expected number of back-off time slots.
The absence of contentions and collisions contains the con-
tention at the base stage, which provides E[nBF] = CWmin

2 for
the original HPAV protocol, where CWmin is the minimum
contention window. However, with our CFP deployed, the
transmitting node detects a CFC at every frame transmission,
which results in E[nBF] = 0, thereby increasing η. We can also
observe in Fig. 6 that the maximum MAC efficiency shown
in (3) is achieved when tFL = MaxFL.
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F. Performance Evaluations with Multiple Active Nodes

For our next set of results, we run our simulations with
multiple active nodes under both, the classical simplistic
network traffic model and the comprehensive model described
in Section V-A. We form two sub-settings where we fix
|N | = 10 and vary tFL in the first case, while we fix
tFL = MaxFL and vary |N | in the second.

Network Resource Allocation in our Comprehensive Model:
We estimate the average MAC frame interval at the nth
network node in our simulations as

µn,i ≈ µ = (tEIFS −MaxFL) + tFL + 2tSLOT. (25)

We can then rewrite (22) as

µ

|N |∑
n=1

(λn,3 + λn,2 + λn,1) = κ. (26)

To account for the back-off time slots we ignored in our
approximation of (25), we choose a smaller κ = 0.65. By

setting
|N |∑
n=1

λn,i = κi

µ , the comprehensive model allocates a

certain portion of network resource to the ith priority network
traffic, which for simplicity, is further allotted equally to all
|N | network nodes. Thus, we have λn,i = 1

|N |
κi

µ , ∀n ∈ N
and i ∈ {1, 2, 3}. In our simulations, we set κ3 = 0.25, and
κ2 = κ1 = 0.2.

1) Varying tFL: We first simulate the network with varying
tFL and fix |N | = 10. The variation of the MAC efficiency
with varying tFL under the two network traffic models is shown
in Fig. 7. The curves essentially resemble those in single
node flooding, but with reduced η in both traffic scenarios,
because of contentions and collisions. More specifically, we
observe in the results for the saturated network traffic that
the MAC efficiency is significantly degraded due to the large
number of contentions and collisions caused by the constant
frame transmissions of all network nodes. However, our MPD
scheme successfully improves the MAC efficiency such that
the obtained η with |N | = 10 essentially matches that of
the single-node flooding case. We further notice that while the
performance enhancements provided by MPD can be observed
in both network traffic models, the introduction of CFP shows
no improvements with the simplistic model as saturated single-
priority data arrival produces no CFCs.

We observe that under a realistic HAN traffic scenario,
simultaneous deployment of CFP and MPD with tFL =
MaxFL yields an η = 76.80%, which achieves 98.16% of the
optimal MAC efficiency, max(η) = 78.24%. Under the same
conditions, a conventional HPAV protocol only manages to
provide η = 69.43%, which is further reduced to η = 54.37%
under a saturated network scenario.

2) Varying Active Nodes: For our final result, we simulate
the network with varying |N | and a fixed tFL = MaxFL. The
simulation results of this sub-setting under the two network
traffic models are shown in Fig. 8. We observe that without
our MPD scheme, η decreases as the number of active network
nodes increases in both the network traffic models, due to
the increased collision rate as well as the lengthy collision
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Fig. 7. MAC efficiency as a function of tFL for the classical simplistic traffic
model (left) and the comprehensive multiple priority PTS model (right).
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Fig. 8. MAC efficiency as a function of the number of active nodes for the
classical simplistic traffic model (left) and the comprehensive multiple priority
PTS model (right).

recovery time. However, we achieve a stable η across different
number of nodes using our MPD scheme, which is attributed
to the reduced collision recovery time. Similar to the results
seen in Fig. 7, we see no improvements due to CFP with the
saturated network traffic model while the improvements are
clearly visible under the comprehensive simulation model. We
observe that we obtain the greatest η, both in terms of absolute
value and stability across increasing nodes, using both our
proposed schemes of CFP and MPD under a realistic network
traffic scenario.

VI. DEPLOYMENT OF CFP AND MPD ON A BB-PLC
DEVICE

A. Hardware Implementation Costs

The elementary requirement for implementing CFP and
MPD in power line networks is to enable BB-PLC modems
with the IBFD operation. Recent works have shown that an
IBFD implementation on legacy BB-PLC devices requires
minimal changes to the modem chip-sets, with only an addi-
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tional power consumption of about 0.1 W for the active hybrid
circuit that is used at the power line-modem interface [18].

B. Interoperability

Our proposed CFP and MPD schemes are completely inter-
operable with HD devices. With the CFP scheme, an IBFD-
enabled node can detect a CFC when it is the only node
transmitting the highest priority message regardless of whether
the other nodes are IBFD-enabled. However, such an HD
node is unable to detect a CFC. On the other hand, the MPD
technique still offers improvements in η when only a part of
the network nodes are IBFD-enabled, but with reduced effect
compared to the case when all the network nodes are IBFD-
enabled. As long as the conflicting nodes are IBFD-enabled,
a data payload collision can be successfully predicted and
avoided using MPD. However, when an HD node is involved
as a conflicting node, the ensuing data payload collision is
inevitable, and it takes the network a time interval of EIFS to
recover from it.

VII. CONCLUSION

In this paper, we have leveraged the medium-aware trans-
mission enabled by IBFD to propose two novel schemes called
CFP and MPD to improve the MAC efficiency of a standard
HPAV protocol. Specifically, we proposed CFP to eliminate
the redundant back-off stages by IBFD detection of the PRSs,
and MPD to avoid the lengthy collision recovery by IBFD
detection of the preamble signals. By adopting realistic self-
interference cancellation performance reported in IBFD BB-
PLC systems, our analytical results suggest that both CFP and
MPD work with virtually no detection errors or false alarms.
Further, we have developed a comprehensive simulation model
to evaluate the performance of our proposed schemes as a
supplement to the classical simplistic network traffic scenario.
Our simulation results have shown that both our proposed
schemes provide considerable improvement in MAC efficiency
when applied independently, and further improve the efficiency
significantly when used together.

APPENDIX

OPTIMAL DETECTION THRESHOLD AND ITS
CLOSED-FORM APPROXIMATION

In this appendix, we derive an analytical expression and a
closed-form approximation for the optimum detection thresh-
old, bopt, by solving (15).

A. Optimal Detection Threshold

We start with (14), and divide both sides by P (E2|E0) to
get

Pτ =
Pe

P (E2|E0)
= PDE + τPFA, (27)

where τ = P (Ē2|E0)
P (E2|E0) . Since P (E2|E0) is a constant for a given

network operation, minimizing (27) also solves (15). To derive
the optimum detection threshold that minimizes (27), we study

the derivative of Pτ with respect to the normalized decision
threshold b0, which can be expressed as

D(b0) =
∂PDE

∂b0
+ τ

∂PFA

∂b0
. (28)

We first individually find the partial derivatives of both the
components of Pτ using (8) and (9) to get

∂PFA

∂b0
= −b0 exp

(
−b

2
0

2

)
, (29)

∂PDE

∂b0
=

∂

∂b0

1−
∞∫
b0

x exp

(
−x

2 + 2γ

2

)
I0

(
x
√

2γ
)

dx


= exp

(
−2γ + b20

2

)
I0

(
b0
√

2γ
)
b0, (30)

where In(·) is the nth-order modified Bessel function of the
first kind. Therefore,

D(b0) = b0 exp

(
−b

2
0

2

)(
−τ + exp(−γ)I0

(
b0
√

2γ
))

= f(b0)DN(b0), (31)

where f(b0) = b0 exp(− b
2
0

2 ), and

DN(b0) = −τ + exp(−γ)I0(b0
√

2γ). (32)

Since b0 is the normalized threshold of the signal energy
for non-coherent OOK detection, it can only take non-negative
values. Thus, we only study sgn (D(b0)) for b0 ≥ 0, where
sgn(·) is the signum function [40, Ch. 6].

For b0 = 0, it is easily observable that sgn (D(b0)) = 0.
For the cases of b0 > 0, we note that

sgn (D(b0)) = sgn (DN(b0)) , (33)

as f(b0) > 0. Since I0(·) is a monotonically increasing
function, we conclude from (32) that DN(b0) also monoton-
ically increases with b0 for a given γ. Thus, the values of

lim
b0→0+

DN(b0) and lim
b0→+∞

DN(b0) reveal the exact nature of

sgn (DN(b0)) for b0 > 0.
We first obtain the limit

lim
b0→0+

DN(b0) = −τ + exp(−γ) lim
b0→0+

I0(b0
√

2γ)

= −τ + exp(−γ). (34)

By referring to Table I, we find that for various minimum
power line channel gain conditions, γ is large enough to
ensure that τ exp(γ) > 1 for practically operable values of
τ . Therefore,

lim
b0→0+

DN(b0) < 0. (35)

Next, we have

lim
b0→+∞

DN(b0) = −τ + exp(−γ) lim
b0→+∞

I0(b0
√

2γ)

= −τ + exp(−γ)I0(
√

2γ lim
b0→+∞

b0)

= +∞. (36)
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With (35), (36) and the monotonicity of DN(b0), we can
deduce that there exists a unique positive zero-point bzp > 0,
such that

sgn(DN(b0)) =


−1, 0 < b0 < bzp

0, b0 = bzp

+1, b0 > bzp.

(37)

Therefore, from (33) and (37), we conclude

bopt = bzp. (38)

Since bzp is the solution to the differential equation D(b0) = 0,
we get

exp(−γ)I0

(
bopt

√
2γ
)

= τ. (39)

=⇒ bopt =
I−0 (τ exp(γ))√

2γ
, (40)

where I−n (·) is the inverse of nth-order modified Bessel
function of the first kind.

B. Closed-form Approximation

Finally, we derive a closed-form approximation of (40) for
the purposes of practical implementation. To this end, we use
the proven result that b =

√
2 + γ

2 provides an excellent an-
alytic approximation to the solution of exp(−γ)I0

(
b
√

2γ
)

=
1 [27, Eqns. 7-4-13, 7-4-14, Fig. 7-4-3]. Thus, we have

exp(γ) ≈ I0
(√

γ(γ + 4)
)

=⇒ I0

(
bopt

√
2γ
)
≈ exp

(√
2b2optγ + 4− 2

)
. (41)

Using (41) in (39), and simplifying with some simple
manipulations gives us the closed-form approximation for bopt

as

bopt ≈ b̃opt =

√
(γ + ln τ)2 + 4(γ + ln τ)

2γ
. (42)
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