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Gautham Prasad, Lutz Lampe, and Sudip Shekhar

Abstract—In this paper, we introduce in-band full duplex-
ing (IBFD) for broadband power line communication (BB-PLC)
systems. Inspired by the use of IBFD in digital subscriber lines,
Ethernet, cable communication and recently in wireless commu-
nication, we investigate the constraints and requirements for a
successful IBFD implementation in BB-PLC. We propose a two-
stage IBFD structure consisting of an initial analog isolation using
an active hybrid circuit, and a simplified mixed-domain digital
echo cancellation procedure to suppress the self interference.
Further, we enhance the digital cancellation filter to better adapt
to linear periodically time-varying channel conditions, commonly
encountered in PLC scenarios. We evaluate our solution under
diverse power line channel and noise conditions to examine the
overall data rate gains that can be achieved. Lastly, we extend
IBFD to multiple-input multiple-output BB-PLC systems that
enable faster and/or more robust data transmission.

Index Terms—Full duplex, Broadband power line com-
munication (BB-PLC), Echo cancellation, Linear periodically
time-varying (LPTV) channels, Multiple-input multiple-output
(MIMO) PLC

I. INTRODUCTION AND BACKGROUND

BROADBAND power line communication (BB-PLC) is
an established technology with application mainly for

in-home multimedia and smart grid communication [2]–[4].
Due to the often harsh PLC channel conditions and the power
and bandwidth limitations associated with electromagnetic
compatibility (EMC) restrictions, improving data rate in BB-
PLC networks is a challenging task. For example, the relatively
recent HomePlug AV2 standard expanded the signal band up to
frequencies of 86 MHz, but EMC restrictions demand a tighter
power spectral density mask at above 30 MHz [5]. Another
avenue to improve rate is by increasing spectral efficiency.
For a given channel quality, this could be accomplished by in-
band full duplex (IBFD) communication that simultaneously
transmits and receives data on the same power line and in
the same frequency band. In addition to potentially doubling
the data throughput, IBFD also solves several prevalent net-
working problems. It provides a physical layer solution to the
hidden node problem without the request-to-send and clear-to-
send (RTS-CTS) message exchange, and it enables full-duplex
relaying, thereby increasing the overall relaying capacity of
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a multi-hop network [6]. IBFD also assists cognitive PLC
systems, which are found to increase data rates significantly
in the FM band [7], by allowing simultaneous functioning of
spectrum sensing as well as data transmission.

A major hurdle in achieving IBFD is the inherent inter-
ference of the transmitted signal with the received signal-
of-interest (SOI). Although the transceiver has knowledge
of its own transmitted signal, it cannot directly subtract it
from the received signal, since it passes through various
analog components before interfering with the SOI. Hence,
this self-interference channel needs to be estimated in order
to reconstruct and cancel the effective self-interfering signal.
Cancellation of this transmitted signal component from the
received signal is a form of echo cancellation (EC), which
has long been used in telephone networks [8], [9], digital sub-
scriber line (DSL) and cable modems [10]–[17], and Ethernet
applications [18], [19]. More recently, IBFD has also been
applied to wireless communication systems, e.g., [20]–[24].

A. IBFD State-of-the-art in PLC

The use of digital EC for PLC is also not new. It has
traditionally been used in narrowband (NB) PLC systems to
improve spectral efficiency in the small transmission band-
width available. The IEC 62488 standard [25], which specifies
PLC for power utility applications, includes an optional use of
EC to improve bandwidth utilization in full-duplex operation.
Implementation of echo cancelers for such systems is relatively
uncomplicated, typically making use of an adaptive filter tuned
using, for example, the least mean squares (LMS) algorithm, to
emulate the echo channel. Advancements to such LMS-driven
filters have recently been proposed in [26], [27], which have
suggested effective methods to reset the filter weights under
abrupt channel changes. However, these techniques cannot
directly be used for BB-PLC systems. For example, EC for
NB-PLC addressed in [26], [27] consider a sampling rate of
25.6 kHz, and hence a bandwidth of less than 15 kHz. BB-
PLC systems typically work with a sampling rate of 75 MHz
over a bandwidth of 28 MHz [28]. This results in much longer
responses of the self-interference channel, and it is thus prefer-
able not to do EC in time domain as in [25]–[27]. Furthermore,
channel attenuation varies widely in the transmission band of
BB-PLC. For example, [26] considered a constant channel
attenuation of about 32 dB for NB-PLC. But for realistic
BB-PLC channels, we consider channel attenuations between
10 dB and 80 dB in the frequency band of interest. This
makes EC challenging since, as we will show, low attenuation
impedes adaptation of the EC filter while high attenuation
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leads to high quantization noise from self interference. Finally,
the PLC network impedance varies widely in the BB-PLC
spectrum, which, compared to NB-PLC, complicates signal
isolation through the analog front-end.

B. Outline and Contributions

Against the background of existing IBFD schemes for
different media and systems, in this paper, we present the first
design for IBFD enabled BB-PLC transceivers. We start in
Section II with an analysis for the cancellation gain required,
the dynamic range of typical Analog-to-Digital Converters
(ADCs), and the level of non-linear signal components in
a BB-PLC scenario. This analysis guides us to propose a
two-step cancellation scheme in Section III. This cancellation
scheme uses a hybrid module in the analog domain, and
a subsequent time/frequency domain adaptive cancellation
scheme for self-interference suppression in the digital do-
main. Our design takes the effect of unknown and varying
network impedances into account and facilitates simultaneous
operation of a low impedance transmitter path and a high
impedance receiver path that is commonly the case in BB-PLC
modems [3, Ch. 4.2.7]. To address linear periodically time
varying (LPTV) channel conditions that are often observed
in power line channels [29], in Section IV, we propose a new
LPTV-aware LMS algorithm that provides more accurate echo
estimates by exploiting the cyclic nature of short-term channel
variations. We demonstrate the benefits of our IBFD design in
Section V, by showing the results of a simulative performance
study as well as theoretical data rate gain calculations obtained
under different channel and noise conditions focusing on in-
home PLC network scenarios. We then extend our solution to
a multiple-input multiple-output (MIMO) system and provide
its performance analysis in Section VI. Finally, conclusions
are offered in Section VII.

II. FEASIBILITY AND REQUIREMENTS OF IBFD FOR
BB-PLC

The amount of cancellation required for a successful IBFD
functioning depends on the SOI strength, as well as the noise
floor at the receiver (NR). To completely erase the effects of
self interference (SI), ideally, the power spectral density (PSD)
of the residual SI (RSI), PRSI, should be less than NR. In such
a case, data rates can be successfully doubled through IBFD.

Admissible transmit PSDs of BB-PLC standards vary
mainly as a function of frequency band and geographical
region, so as to meet the applicable EMC regulations [3,
Chs. 3, 9], [4, Ch. 6.4]. We adopt a maximum PSD of PTX =
−50 dBm/Hz, which is specified in the HomePlug AV (HPAV)
standard for North America [28] and corresponds to a worst-
case analysis for IBFD, as it produces the largest gap between
SI and noise floor and thus requires the greatest cancellation
gain. The value of NR varies significantly based on frequency
band, network conditions such as number of loads connected
to the line, types of loads, types of interconnections and the
overall network topology. Typical values of NR for in-home
PLC environments are greater than −130 dBm/Hz [30]–[33].

This produces a maximum cancellation gain requirement of
less than −50− (−130) = 80 dB.

Next, we consider the possibility of ADC saturation due
to relatively high SI in the analog domain. Typical BB-PLC
receivers use a 12-bit ADC, which gives an ideal signal-to-
quantization-noise ratio (SQNR) of 74 dB. However, com-
mercial 12-bit ADCs, such as AD98661, provide a typical
Signal-to-Noise-and-Distortion-Ratio (SINAD) of 69 dB. This
is further reduced considering the application of multi-carrier
transmission and in particular orthogonal-frequency division
multiplexing (OFDM) as used in BB-PLC. For an n-bit ADC
with an effective number of bits of ENOB, we have [34, Ch.
6]

SINAD =
σ2
x

σ2
e

=
12(2ENOB−1)2

PAPR
(1)

and thus,

SINADdB = 6.02ENOB− PAPRdB + 4.77 dB , (2)

where PAPRdB is the peak-to-average-power ratio of the
input signal in dB, and σ2

x and σ2
e are the variances of

the input signal and the uniformly distributed quantization
error, respectively. For OFDM transmission, the value of
PAPR depends on the number of sub-carriers used for data
transmission. For example, although the HPAV specification
uses a 3072-point discrete Fourier transform (DFT), only
Nused = 917 of those sub-carriers are used for data trans-
mission in the 2−28 MHz bandwidth [28]. Such systems can
have a maximum PAPR of 10 log10(917) = 29.67 dB, which
would significantly decrease the SINAD in (2). However, to
reduce the PAPR in such scenarios, signals beyond a certain
maximum amplitude Vclip are clipped, resulting in additional
clipping noise that decreases with increasing Vclip. But setting
a large Vclip incurs substantial quantization noise [35], [36].
We therefore need to choose an optimized clipping amplitude
V opt

clip , and it has been shown that V opt
clip = 5σx is a good

choice for a 12-bit ADC [36]. With this V opt
clip , our simulation

results indicate a SINAD of 60 dB for a 12-bit ADC, closely
matching the theoretical values in [36]. As a consequence, the
IBFD system contains a quantization noise level of at most
PQN = −50 − 60 = −110 dBm/Hz. Note that, in reality,
PQN < −110 dBm/Hz, depending on the amount of analog
signal suppression experienced by the SI before reaching the
ADC. Hence, the quantization noise becomes comparable to
the noise floor in typical PLC scenarios.

High SI also generates non-linear signal components in
the analog front-end (AFE), which then introduce additional
interference with the SOI. Such interferences are mitigated in
Ethernet and wireless systems by analog cancellation circuits
[18], [19], [21]. However for BB-PLC, efficient AFEs [37]
hold total non-linear distortion levels at 75 dB to 80 dB
below the transmit power. With a PTX of −50 dBm/Hz,
the non-linear distortion levels are less than −50 − 75 =
−125 dBm/Hz, which are lower than typical NR values and
less than PQN, and hence have negligible effect on SOI.

1AD9866 is manufactured specifically for power line networking and works
up to 80 Msps that suits the 75 MHz HPAV applications.
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The above analysis shows that the isolation required is
significant, but notably less than what is needed in wireless
IBFD (about 110 dB or more). This suggests that we may not
need a three-step cancellation approach consisting of analog
isolation through a hybrid, analog circuit-based cancellation
(ACC), and digital EC as often considered in wireless commu-
nications [20], [21], [23]. Toward a simpler design, we suggest
to omit the ACC component, as digital EC has the advantages
of better reconfigurability and adaptivity. These features are
essential for IBFD in BB-PLC where the interference-channel
conditions can vary widely over installation, and over time
for a given installation, due to the widely varying network
impedance. Furthermore, ACC schemes based on delay-line
solutions presented in e.g. [20] would be difficult to adopt
for BB-PLC due to the length of expected delays. On the
other hand, digital EC schemes considered for DSL systems
(e.g. [10], [14], [15], [17]) seem to be an excellent starting
point for digital EC in BB-PLC.

III. PROPOSED TWO-STEP CANCELLATION PROCEDURE
FOR IBFD IMPLEMENTATION

Following the discussion in the previous section, we propose
the two-step cancellation procedure consisting of
(a) an analog domain isolation using a hybrid
(b) a digital domain echo cancellation.

A. Analog Isolation

IBFD techniques in wireless communications use a ferrite
circulator to gain up to 15 dB of analog isolation between
the transmitted signal and the SOI [20]. Due to cost and size
limitations of ferrite circulators, a simpler transformer-based
hybrid was also developed for such applications [38]. But the
size of the magnets and transformers in ferrite circulators and
transformer hybrids, respectively, prohibits their use in low
frequency applications (say, for < 100 MHz) such as BB-
PLC. We therefore choose an active hybrid circuit as in [39],
and similar to the ones used in DSL operations [12], [40].
This circuit uses three amplifier and voltage divider stages to
provide complete voltage transfer from one port to its adjacent
port in one direction, and utilizes the high reverse isolation of
operational amplifiers (op-amps) to provide isolation in the
opposite direction.

The location of the hybrid in the overall IBFD system can be
seen from Fig. 3 (which is discussed in detail in Section III-B),
where the port 1 (P1) of the hybrid is connected to the
transmitter-end AFE, port 2 (P2) to the power line channel, and
port 3 (P3) to the receiver-end AFE of the transceiver. For our
application, since the hybrid has only two inputs, at P1 from
the transmitter and at P2 from the channel, we simplify the
existing circuit from [39] by abandoning the amplifier stage
at P3, as there is no voltage transfer required from P3 to P1.
Fig. 1 shows the circuit schematic of the simplified active
hybrid using the Advanced Design System (ADS) software.
This simplification reduces the power consumption of the
hybrid by over 30%, without compromising its operation for
the use case considered here.

R1_x = 200 Ohm
R2_x = 647.2 Ohm

Port1-TXend_AFE

Port2-PLC_Channel

Port3-RXend_AFE

AMP_2

AMP_1

R1_9R2_5

R1_7

R2_4

R2_2

R1_4

R1_3

R2_3

R1_1

R2_1

R1_2

R1_6

R1_5
R1_8

OpAmp

OpAmp

Fig. 1. ADS schematic of the simplified hybrid implementation with only
two op-amps, and the resistances tuned to provide port impedances of Z1 =
Z2 = Z3 = 100 Ω.

The hybrid circuit also gives us the flexibility to set the
impedance at each port, Zi, individually, where i ∈ {1, 2, 3}
indicates the port number. The hybrid circuit in Fig. 1 operates
in such a way that when a voltage is applied at port i, it
is transferred out of port i + 1 across a matched load, for
i = 1, 2. Therefore, we would ideally want to match P2 and
P3 to the power line channel and receiver-end AFE, respec-
tively. Additionally, impedance matching at P2 also prevents
reflections from the hybrid-to-channel interface that are then
transferred to the receiver at P3 causing SI. But impedance
matching at P2 is not an easy exercise since the power line
channel impedance is unknown and varies with both time and
frequency. Adaptive impedance matching circuits (e.g. [41])
are not able to achieve matching over the entire operating
frequency range of BB-PLC. We therefore set Z2 = 100 Ω,
which is the typical impedance of a power line channel in
our frequency range of interest, cf. e.g. [4, Ch. 1]. Similarly,
we match the impedance Z3 = ZRX at P3. Although the
receiver-end AFE usually presents a high impedance [42], it is
typically preceded by an impedance matching section which
attempts to match the receiver-end input impedance to the
line impedance of about 100 Ω [42]. Hence, it makes sense
to set Z3 = 100 Ω. On the other hand, at P1, we desire to
bridge the impedance to obtain maximum voltage transfer and
draw minimum current. We achieve this by having Z1 � Zs,
where Zs is the output impedance of the transmitter-end AFE.
Typically, the value of Zs is very low, e.g., of the order of
3 Ω [42]. Hence, Z1 = 100 Ω suffices to achieve impedance
bridging.2 Therefore, we tune the resistances in our hybrid
circuit to set Zi = 100 Ω, i = 1, 2, 3, which is shown in Fig. 1.
This can easily be achieved by doubling all the resistances
from the original circuit of [39], which presents an impedance
of 50 Ω at all ports. Doubling all the impedances also ensures

2Alternatively, we could match the impedances at P1 by setting Z1 = Zs,
but this would halve the voltage transfer into the channel, and line drivers
typically cannot drive such low impedances (e.g., less than 10 Ω [42]).

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TCOMM.2016.2587284

Copyright (c) 2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



4

0 50 100 150 200 250
0

5

10

15

20

25

30

35

40

45

50

Re(Z
PLC

), Ω

P
h
y
b
, 

d
B

Im(Z
PLC

) = −100 Ω

Im(Z
PLC

) = −50 Ω

Im(Z
PLC

) = −25 Ω

Im(Z
PLC

) = 0 Ω

Im(Z
PLC

) = 25 Ω

Im(Z
PLC

) = 50 Ω

Im(Z
PLC

) = 100 Ω

Fig. 2. Hybrid isolation Phyb from port 1 to port 3 as a function of PLC line
impedance ZPLC. Phyb is maximum when the line impedance is matched to
the hybrid P2 impedance, i.e., ZPLC = Z2 = (100 + j0) Ω.

appropriate functioning of the voltage divider sections.
From the above it follows that the hybrid circuit has a two-

fold purpose in IBFD for BB-PLC. It provides well defined
impedances for the transmitter and receiver chains of the AFE
and it isolates them from each other. While, due to the hybrid,
there is no direct SI path from the transmitter to the receiver,
the isolation is imperfect because of reflections at P2. More
specifically, with a channel impedance ZPLC(f) for some
frequency f , we have the reflection coefficient

ΓPLC(f) =
ZPLC(f)− Z2(f)

ZPLC(f) + Z2(f)
, (3)

where Z2(f) = Z2 = 100 Ω. For the hybrid shown in
Fig. 1, we obtain the voltage transfer function from P1 to
P3 as HSI(f) = 0.9 ΓPLC(f). The derivation is relegated
to Appendix B-A. The resulting hybrid isolation Phyb =
−20 log10|HSI| is shown as a function of ZPLC in Fig. 2.
We observe an isolation of about 45 dB when P2 is nearly
matched. But as ZPLC deviates from the matched value of
Z2 = 100 Ω, the isolation Phyb drops quickly. Phyb also
depends on the bandwidth of the op-amps used in Fig. 1, where
op-amps with a larger bandwidth provide a more constant
hybrid isolation across frequencies. Considering the cost and
availability we apply op-amps with a 300 MHz operating
bandwidth.

Since Phyb is insufficient to improve the signal-to-
interference-plus-Noise (SINR) of the received signal to a
sufficient level under the commonly encountered mismatched-
port scenario, the remaining cancellation is performed by an
echo canceler in the digital domain.

B. Digital Echo Cancellation

Since all recently standardized BB-PLC systems apply
multi-carrier transmission and most of them in the form of
OFDM, it is meaningful to consider implementations of digital
EC in time and frequency domain as well as their combination.

For this we make use of designs presented in previous work
in the context of DSL [10], [14], [15], [17]. Fig. 3 shows
the block diagrams for the corresponding IBFD solutions,
including the connection of digital EC and the hybrid circuit
discussed in the previous section. In the following, we briefly
review the different digital EC schemes and discuss and
compare their applicability for IBFD in BB-PLC.

1) Time-Domain Cancellation: The time-domain based
cancellation is shown in the right part of Fig. 3(a). The time-
domain transmit signal x is tapped just before it enters the AFE
and is used together with the time-domain received signal y
to tune the weights g = [g1, . . . , gM ]T of an adaptive filter to
learn the effective echo channel hSI from P1 to P3.

To derive the filter update, we express the received signal
sample at discrete time n as (‘∗’ indicates linear convolution)

y(n) = (x ∗ hSI)(n)︸ ︷︷ ︸
echo

+ (xSOI ∗ hPLC)(n)︸ ︷︷ ︸
SOI

+ w(n)︸ ︷︷ ︸
cumulative noise

,

(4)
where xSOI is the far-end transmitted signal which passes
through the PLC channel with impulse response hPLC, and
w(n) represents the noise at the receiver end. The echo
estimate ŷ(n) produced by the filter g is given by

ŷ(n) = xT(n)g(n) , (5)

where x(n) = [x(n−M+1) . . . x(n)]T. As a low-complexity
solution for tuning the filter weights, we apply the LMS update

g(n+ 1) = g(n) + µx(n)e(n) , (6)

where
e(n) = y(n)− ŷ(n) (7)

and µ > 0 is the step size of the LMS adaptation. We note
that baseband transmission is applied for BB-PLC and thus no
complex-conjugate operator is required in (6).

The number of weights M in the adaptive filter is decided
based on the actual length of typical echo channels. Fig. 4
shows the frequency responses for four sample PLC channels
(Fig. 4(a)) and their corresponding SI channels (Fig. 4(b))
considering different in-home PLC network conditions. The
channels are generated using the procedure described in
Appendix A-A. Considering a sampling frequency of fs =
75 MHz and a 3072-point DFT as applied in HPAV [28],
Fig. 4(c) shows the corresponding impulse response of the
echo channel hSI. We observe that about M = 40 would be
a reasonable filter length to fully capture the effect of echoes.

2) Frequency-Domain Cancellation: EC can also be im-
plemented in the frequency domain, which typically re-
duces the computational complexity associated with the es-
timation step (5). The frequency-domain EC for BB-PLC
is shown in the left part of Fig. 3(a). Let us define the
`th frequency-domain transmit vector (i.e., OFDM symbol)
X(`) = [X1(`), . . . , XNused

(`)]T , and the corresponding re-
ceived and error vector Y (`) and E(`), respectively. The
number of elements in the adaptive filter vector G is equal
to the number of used OFDM sub-carriers, i.e., M = Nused.
The echo estimate in the frequency domain is then obtained
as (‘·’ denotes element-wise multiplication)

Ŷ (`) = X(`) ·G(`) , (8)
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Fig. 3. Transceiver block diagram for IBFD for BB-PLC using OFDM. (a) EC in time and frequency domain (only one of the shaded blocks is used). (b)
Mixed-domain EC. For brevity, we include addition and removal of cyclic prefix with the IDFT and DFT blocks, respectively.
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Fig. 4. Magnitude of channel gain of (a) sample PLC channels under different in-home network conditions, and the (b) frequency and (c) impulse responses
of their corresponding SI/echo channels.

with the LMS filter update

G(`+ 1) = G(`) + µdiag(X(`))∗E(`) , (9)

where diag(X) is the diagonal matrix with the elements of X
on the principal diagonal, and the error signal in the frequency
domain follows from

E(`) = Y (`)− Ŷ (`) . (10)

We notice from Eqs. (8)-(10) and the block diagram in
Fig. 3(a) that a successful frequency-domain cancellation with
this setup requires synchronous transmission and reception
with respect to the OFDM-symbol timing of the transmitted
signal and the SOI. To accommodate a frame-asynchronous
operation, we move to a simplified mixed-domain EC.

3) Mixed-Domain Cancellation: Mixed-domain cancella-
tion captures favorable aspects from both its time- and
frequency-domain counterparts, by employing frequency-
domain estimation as in (8) for a reduced number of com-
putations, and time-domain cancellation as in (7) for efficient

asynchronous cancellation. The corresponding implementation
is shown in Fig. 3(b). This type of simplified mixed-domain
cancellation is made possible by the fact that BB-PLC sys-
tems such as HPAV [28] use a cyclic prefix that essentially
eliminates interference between successive OFDM symbols,
which avoids the need for the traditional cyclic echo synthesis
performed in mixed-domain cancellation in DSL systems [10],
[14], [17]. As shown in Fig. 3(b), mixed-domain EC requires
two additional DFT/IDFT blocks for time/frequency-domain
transformation.

The number of computations required in a time-domain
echo canceler (TDEC) depends on M . Since the signals and
filter taps are real, every LMS iteration requires 2M + 1 real
multiplications and 2M real additions [43, Ch. 6]. Hence,
for every OFDM symbol of size N , the total number of real
computations required is (4M+1)N . In reality, this value is a
little higher depending on the length of the cyclic prefix. In the
mixed-domain echo canceler (MDEC) on the other hand, the
LMS update is performed block-wise, and M = Nused. The
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TABLE I
NUMBER OF COMPUTATIONS PER OFDM SYMBOL WITH MIXED-DOMAIN

AND TIME-DOMAIN ECHO CANCELLATIONS

Mixed-domain Time-domain
DFT 4N(2.125p+ 4.67q + 6.8r − 3) + 12 -

Add/Multiply 22Nused (4M + 1)N
Total 4N(2.125p+ 4.67q + 6.8r − 3) + 12 (4M + 1)N

+22Nused

total number of real computations required is approximately(
4 · (2 · 1 + 1) + 2 · (2 · 1 + 1) + 2 · (2 · 1)

)
Nused = 22Nused

[43, Ch. 6]. However, MDEC uses two additional IDFT/DFT
blocks. When implemented using a prime factor FFT, where
N = 2p3q5r, these DFT blocks add an approximate overhead
of 2N(1.375p + 2.67q + 4r − 1) + 2 real additions and
2N(0.75p+ 2q+ 2.8r− 2) + 4 real multiplications [44]. The
overall numbers of computations per OFDM symbol for the
TDEC and MDEC schemes are summarized in Table I. For
example, for the HPAV specification, using a DFT size of
N = 3072 and Nused = 917 usable carriers, and assuming
an echo channel length of 40, TDEC requires 60% more
computations than MDEC.

C. Rate of Convergence and Cancellation Gain
We implement the transceiver designs of Fig. 3(a) for TDEC

and Fig. 3(b) for MDEC to compare the rate of convergence
(ROC) of the mean-squared error (MSE) using LMS filters.
To this end, we adopt the HPAV system specifications for
transmission in the 2 − 28 MHz band and use different in-
home channel and noise realizations generated as explained in
Appendix A-A and Appendix A-C, respectively.

Fig. 5 shows the MSE for both TDEC and MDEC for
one particular power line channel as a function of the time
index of the transmitted OFDM symbol, which corresponds
to one update in the MDEC implementation. The MSE for
MDEC is the average value for all Nused sub-carriers. We also
plot the moving average of the fluctuating TDEC MSE that
is calculated on a sample-by-sample basis. The small LMS
step-size of µ = 0.025 is chosen to better notice the ROC.
We observe that the ROC is quite similar for both methods.
However, the results indicate a higher EC gain in the steady
state for MDEC. This trend has been confirmed in simulation
experiments for several PLC channels. Therefore, and because
of the computational complexity advantages, we adopt MDEC
for our BB-PLC IBFD solution.

Before proceeding, we briefly discuss methods to improve
the speed of convergence for MDEC.

1) Least Squares Initialization: We can reduce the number
of iterations for convergence by replacing a traditional all-zero
initialization of G with a least-squares (LS) error estimate
[10]. The LS estimate of the echo channel at sub-carrier k
can be obtained as

ĤSI,k =
Yk
Xk

.. (11)

We observed that instead of the all-zero vector ini-
tialization, assigning G(0) = ĤSI, where ĤSI =
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Fig. 6. MSE as a function of MDEC iteration for sample PLC channels
generated with [46]. MDEC with fixed and variable step-size LMS. (a) One
change of PLC channel. (b) Multiple changes of PLC channel.

[ĤSI,1, ĤSI,2, . . . , ĤSI,k, . . .]
T for all k, increases the ROC

significantly, essentially due to a lower MSE starting point.
2) Variable Step Size LMS: To further increase the ROC, we

could employ a variable step size LMS (VSS-LMS) algorithm
that varies the LMS step size dynamically to provide faster
convergence [45]. Fig. 6(a)3 illustrates this by showing the
MSE as a function of the MDEC iteration for the case
that the PLC channel changes abruptly due to load changes
and thus a new adaptation is required. On the other hand,
we observe from Fig. 6(b) that when the channel changes
relatively frequently, there is little improvement achieved by
using VSS-LMS compared to a constant step size LMS with
a larger µ. In Section IV, we present a solution specifically
tailored for PLC transmission considering the case that the
frequent channel variations have an underlying periodicity.

D. Implementation of IBFD

The proposed two-stage cancellation structure in Fig. 3(b)
requires fairly little changes to the existing modem structure to

3Note that the difference in saturated MSE level before the channel change
is a result of SNR being conducive for the VSS-LMS to provide a slightly
lower MSE with a lower minimum µ compared to the µ of the constant step-
size LMS. But once the channel changes, both the curves saturate to nearly
the same value in the new SNR conditions.
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accommodate IBFD. Traditional BB-PLC transceivers are time
division duplex devices that use a line-driver control to turn
off the transmit or receive path when the other is in operation.
Migration of such systems to IBFD is uncomplicated, since
it only requires the line driver control to switch on both
the transmit and receive paths at the same time to allow
simultaneous bidirectional communication. We also note that
this ensures complete co-existence and interoperability with
the existing half-duplex modems.

The active hybrid circuit also consumes additional power.
Our simplified hybrid consists of only two power consuming
amplifier sections. With the maximum signal voltage not
exceeding 6 V [28], and a typical op-amp supply current
of 9 mA [47], the hybrid, on an average, consumes about
108 mW of additional power. Our hybrid port impedance
selection also ensures that there is no added power loss in
either the transmitted or received signal when compared to a
conventional half-duplex system.

IV. LMS MODIFICATION FOR LPTV PLC CHANNELS

The characteristics of PLC channels are determined by
the network configuration and topology, the electromagnetic
properties of the power lines, and the loads connected at
the outlets. Especially the latter are responsible for recurring
variations of the PLC channel, as they can be modeled as
periodically time-varying impedances in the frequency band
of interest for PLC [48]. Such channel changes can cause
MSE bursts in the EC performance as illustrated in Fig. 6.
Furthermore, the LPTV nature of the changes does not often
provide enough time for the LMS algorithm to converge close
to its stationary value. In this section, we propose a new LPTV-
aware LMS algorithm that specifically exploits the periodic
pattern of changes to improve the adaptation.

A. The LPTV-LMS Adaptation

LPTV loads vary periodically with the period equal to
one half of the mains cycle [48]. We therefore divide our
LMS adaptation into periods of one half cycle (HC) each.
This is also facilitated by typical BB-PLC systems, such as
HPAV, which are aware of the mains cycle period [28, Ch. 3].
Denoting ` as the LMS iteration variable and Φ(`) as the MSE
after the `th iteration, Algorithm 1 shows the pseudo-code of
the proposed LPTV-LMS adaptation.

During the “first HC”, when ` < LHC, where LHC is the
number of OFDM symbols in one HC, the MSE is constantly
monitored to determine the time locations which experience a
cyclic channel change (CCC). Assuming the LMS algorithm
does not converge in the first HC4, the MSE decreases with
increasing ` when there is no change in channel conditions.
Therefore, the time at which the MSE increases compared to
the previous iteration is identified as the location where a CCC
occurs. We record the iteration index ` of the jth such CCC as
cj . When a CCC occurs, we have two options: (a) Reset filter
weights with an LS estimate, or (b) continue with no reset.

4This assumption is valid since the coherence time of LPTV PLC channels
[29] is typically much smaller than the LMS convergence time with a
legitimate step size.

Algorithm 1 Pseudo-code for LPTV-LMS algorithm
First HC: ` = 0, j = 0

1: Standard LMS update
2: for ` = 1 : LHC − 1 do
3: if Φ(`)− Φ(`− 1) > 0 then
4: Save ` −→ cj # Location of a CCC
5: j = j + 1
6: if Φ(`)− Φ(`− 1) ≥ Φreset thresh then
7: Reset G(`+ 1) with LS estimate
8: else
9: Standard LMS update

10: end if
11: else
12: Standard LMS update
13: end if
14: ` = `+ 1
15: end for
Adaptation HC: ` = 0, j = 0
16: while 1 do # Until an N-CCC is encountered
17: if ` ∈ C then
18: G(`) = G(cj⊕1 − 1)
19: j = j ⊕ 1
20: if Φ(`)− Φ(cj⊕1 − 1) > Φcyclic thresh then
21: Reset G(`+ 1) with LS estimate
22: Jump to First HC
23: end if
24: Standard LMS update
25: else
26: if Φ(`)− Φ(`− 1) > Φchange thresh then
27: Reset G(`+ 1) with LS estimate
28: Jump to First HC
29: else
30: Standard LMS update
31: end if
32: end if
33: ` = `+ 1
34: end while

If the magnitude of the MSE increase is larger than a preset
positive threshold Φreset thresh, we reset the filter weights with
an LS estimate. Φreset thresh is chosen based on an average
MSE increase caused by an LS estimate reset. This value is
obtained from several test runs performed with and without
the LS reset. If the MSE increase is less than Φreset thresh, it
indicates that Φ(`+ 1) with option (a) would be higher than
Φ(`+ 1) with option (b). In such cases, we let the standard
LMS adaptation continue without any weight reset. At the end
of the first HC, the algorithm contains positions of CCCs in
the set C = {cj | j = 0, 1, ..., J − 1}, where J indicates the
total number of CCCs identified in one HC.

After the completion of the first HC, the algorithm jumps to
an “adaptation HC”, where the values updated in the previous
HC are reused to minimize adaptation time. For every jth CCC
in the current HC, we reset the LMS weights with the last
updated value for the corresponding jth CCC in the previous
HC, i.e., G(`) = G(cj⊕1 − 1),∀` ∈ C . The symbol ‘⊕’
indicates a modulo J addition to account for cyclic reuse
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of weights after J CCCs. This way, we continue the LMS
adaption from where we stopped in the previous HC, by
reusing the last LMS update of the same channel condition
in the previous HC.

We note that the channel conditions undergo non-LPTV
changes too. For example, a load connected/disconnected from
the line causes a non-CCC (N-CCC). Such changes can occur
at positions ` /∈ C or ` ∈ C .

1) To detect N-CCCs at ` /∈ C , we monitor the MSE differ-
ence Φ(`)−Φ(`− 1) at all ` /∈ C , to check if the value is
greater than a threshold Φchange thresh. Φchange thresh is
chosen such that false positives are rarely detected. This
is accomplished by setting Φchange thresh larger than the
MSE fluctuations in the steady state of the LMS. Once
an N-CCC is detected, we reset the filter weights with an
LS estimate and re-start the adaptation by jumping to the
“first HC”.

2) To detect N-CCCs at ` ∈ C , we verify if Φ(`) −
Φ(cj⊕1 − 1) < Φcyclic thresh. If the condition is not met,
we conclude that there has been an N-CCC. We then
reset the filter weights with an LS estimate and jump
to the “first HC”. Generally, Φ(`) ≈ Φ(cj⊕1 − 1), since
G(`) = G(cj⊕1 − 1). We therefore set a small threshold
Φcyclic thresh whose value is close to zero.

B. Performance Illustration

To test MDEC with the proposed LPTV-aware LMS algo-
rithm, we consider in-home channel and noise scenarios as
described in Appendix A-A1 and Appendix A-C, respectively.

Fig. 7 shows the MSE as a function of the adaptation itera-
tion against a conventional LMS adaptation. As can be seen in
Fig. 7, the CCC locations are determined in the first HC and
are subsequently re-used and updated in the following adaption
HCs. Notice that for the selected in-home environment, there
are two locations in the first HC where the MSE difference
crosses the reset threshold limit. These are the locations
where the loads displaying commuted behavior switch their
impedances and therefore cause a significant change in channel
conditions. At these locations, the weights are reset with an LS
estimate. For all other CCCs in the first HC, the conventional
LMS update is followed. Fig. 7 also clearly demonstrates
the superior performance of the LPTV-aware LMS algorithm
over the conventional LMS adaption. The re-use of previously
updated filter weights results in consistently decreasing MSE
over time, which leads to improved SI estimates.

We note that regardless of what LMS algorithm is used,
PLC impulse noise, which is known to significantly affect
the detection of the SOI, has relatively little effect on the
adaptation for SI cancellation, which is due to the relatively
large power of the SI signal.

V. DATA RATE GAIN ANALYSIS

In this section, we evaluate the gains achievable with the
proposed IBFD structure. To this end, we compare the relevant
signal-to-noise ratio (SNR) and SINR figures when using
half-duplex (HD) and IBFD PLC transmission, respectively.
Fig. 8 illustrates the relations of the PSDs at different points
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Fig. 8. Per sub-carrier PSD levels at different locations in the PLC transmis-
sion system, providing an illustration of achievable data-rate gains (DRGs)
using IBFD.

of the transmission system, considering a single sub-carrier
associated with a given sub-carrier attenuation (SCA). In HD
transmission, the transmit signal with level PTX is attenuated
through the channel, and the SOI is received at the level
PSOI. Hence, the per sub-carrier SNR is given by (sub-carriers
indices are omitted for brevity)

SNRHD = PSOI −NR . (12)

In the IBFD case, the transmitted signal is also interference,
which after EC by the hybrid and digital adaptive cancellation
is experienced at the level PRSI. At the same time, as discussed
in Section II, the quantization noise level PQN may be
increased due to the still strong SI signal at the output of
the analog hybrid. Hence, the effective noise level is equal to

Peff = PRSI +NR + PQN ≈ max{PRSI, NR, PQN} , (13)

where the approximation assumes the domination of one noise
or interference component. This yields

SINR = PSOI − Peff (14)

as the SINR for IBFD.
Comparing SNR for HD and SINR for IBFD leads to

the three shaded regions in Fig. 8. As commonly done, we
consider the use of adaptive modulation that allocates bits onto
sub-carriers to maintain a certain reliability level, commonly
expressed through a bit-error rate (BER) target P t

b . Given a
modulation with constellation size Mk on a sub-carrier k, the
BER Pb can be approximated as [49],

Pb(SNRk,Mk) =
4

log2(Mk)
·
(

1− 1√
Mk

)
·

Q

(√
3 · SNRk

Mk − 1

)
, (15)

where SNRk takes the value of SNRHD,k and SINRk for
half-duplex and IBFD mode, respectively, and Q(x) =
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1√
2π

∫∞
x

e−
t2

2 dt. From (15), we can observe that a decrease
in SNR should be accompanied by a reduction in modulation
order to maintain a constant target reliability. Therefore, for
SINR � SNRHD, the overall data-rate gain (DRG) will be
smaller than one, as the one-directional transmission rate for
IBFD will be less than half of that of HD. For a range
SINR . SNRHD, the loss in one-directional rate will be more
than compensated by simultaneous bi-directional transmission
and thus 1 ≤ DRG < 2. Finally, for SINR ≈ SNRHD, the
full duplexing gain will be reaped and thus DRG = 2. The
region in which we lie depends on the EC gain (ECG)

ECG = PTX −max{PRSI, NR, PQN} . (16)

A. Echo Cancellation Gain

The exact value of ECG depends on the prevalent PLC
channel conditions. In particular, as can be seen in (4),
the received signal, which is used as a reference signal to
update the LMS weights, consists of echo, SOI, and noise
components. The latter two act as disturbance for the echo
estimator. Hence, since the SOI component increases as the
channel attenuation decreases, lower channel attenuation is
expected to affect the accuracy of the SI estimate and thus
the digital echo cancellation. Fig. 9 shows a scatter plot
of the ECG from (16) (i.e., the gain from both the digital
cancellation gain and the hybrid isolation) as a function of
channel attenuation in OFDM sub-carriers. The results are
obtained for 1000 randomly generated PLC channels using
the simulator from [46] and the noise scenario as described
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Fig. 9. Scatter plot of ECG as a function of sub-carrier attenuation.
PLC sample channels generated with [46]. Noise scenario as described in
Section III-C.

in Appendix A-C. We observe that the ECG increases with
increase in sub-carrier attenuation. We also observe from Fig. 9
that ECG saturates after a certain point, which is when the
PQN becomes dominant in (13).

B. Theoretical Data Rate Gains

We can now use the results from Fig. 9 to quantify the
achievable DRGs, i.e., in which region of Fig. 8 we operate, as
a function of the channel attenuation and noise level NR. This
is presented in Table II, which shows the DRG as a function
of the sub-carrier attenuation SCA = −20log10|HPLC,k| and
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TABLE II
DRG PER SUB-CARRIER AS A FUNCTION OF SUB-CARRIER CHANNEL ATTENUATION (SCA) AND CHANNEL NOISE LEVEL NR .

NR = -110 dBm/Hz NR = -130 dBm/Hz
SCA (dB) ECG SNRHD MHD SINR MFD DRG SNRHD MHD SINR MFD DRG

5 37 55 1024 32 1024 2 75 1024 32 1024 2
10 40 50 1024 30 256 1.6 70 1024 30 256 1.6
15 45 45 1024 30 256 1.6 65 1024 30 256 1.6
20 47 40 1024 27 256 1.6 60 1024 27 256 1.6
25 52 35 1024 27 256 1.6 55 1024 27 256 1.6
30 57 30 256 27 256 2 50 1024 27 256 1.6
35 59 25 64 24 64 2 45 1024 24 64 1.2
40 61 20 16 20 16 2 40 1024 21 64 1.2
45 62 15 16 15 16 2 35 1024 17 16 <1
50 62 10 4 10 4 2 30 256 12 4 <1
55 62 5 2 5 2 2 25 64 7 4 <1
60 62 0 1 0 1 N/A 20 16 2 1 <1

for two different noise levels. Depending on the resulting SNR
and SINR values, we select constellation sizes MHD and MFD

for the modulation scheme in conventional half-duplex and
IBFD transmission, respectively. The modulation schemes are
selected based on an adaptive modulation algorithm with P t

b =
10−3 [4, Ch. 9]. We limit max(Mk) = 1024, in accordance
with the HPAV specifications [28].

For the relatively higher noise level of NR =
−110 dBm/Hz, the values in Table II show that IBFD consis-
tently provide DRGs, often at the maximum of a factor of two.
For relatively low channel attenuation, i.e., SCA . 25 dB,
the DRG is diminished as PRSI rises above the noise floor.
However, in this region of operation, the SNR is very high
and the rate of HD is limited by max(MHD,k). If the noise
level is as low as NR = −130 dBm/Hz, then PRSI and
PQN dominate the effective noise level Peff (13) in IBFD,
and we observe a DRG smaller than one for channels with
high attenuation. If channel attenuation decreases, HD with
practical signal constellations cannot further increase the rate
due to increasing SNR, and IBFD becomes again beneficial in
terms of achievable rate.

C. Simulation Results of the Overall Date Rate Gain

The DRG values computed in the previous section cor-
respond to individual sub-carriers experiencing a given sub-
channel attenuation. In this section, we provide the overall
DRG obtained across all OFDM sub-carriers of a channel.

1) LPTV DRG Evolution: We first consider an LPTV
channel condition described in Appendix A-A1 and a low-
noise scenario as explained in Appendix A-C and Table III,
with the transceiver running our LPTV-LMS algorithm for
EC. After every LPTV-LMS iteration, we calculate the overall
DRG as

DRG =

2 ·
∑
k∈N

log2(MFD,k)∑
k∈N

log2(MHD,k)
, (17)

where N is the set of all data carrying sub-carriers. The
factor of two in the numerator in (17) accounts for the
simultaneous bidirectional communication in IBFD. Fig. 10
shows the evolution of DRG with LPTV-LMS iterations for
the three different step-sizes of µ = 0.025, 0.05, 0.075. For

completeness, we also show the MSE of the LMS algorithm
in the same figure. As expected, we notice that the DRG
convergence is fastest for the largest µ. However, increase in
µ also elevates the final MSE saturation value that affects the
ECG, and in turn DRG. We find that µ = 0.05 achieves a
good trade-off between rate of convergence and final overall
DRG. With µ = 0.05, we observe that DRG convergences to
its eventual value by about 900 iterations. This corresponds
to 900 OFDM blocks, or a time duration of 45 ms for an
extended OFDM block length of 50 µs [28, Table 4.2]. This
duration is negligible when compared to the rate of N-CCC
that a typical PLC network would experience. N-CCCs are
caused by induced activities on the line, such as plugging
in/out devices, or when there is a change in the state of
operation of components connected to the line. Even on a
busy in-home network, we do not expect such changes to occur
more than, say, 20 per minute. This gives a worst-case transient
period of 45 ms

3 s = 1.5%. We note that the results in Fig. 10
are for poor channel conditions of high attenuations. When
channel attenuations are lower, Fig. 9 shows that the ECG is
lower, indicating a higher saturated MSE. In such cases, the
transient time is even lesser. Furthermore, we expect N-CCCs
to occur much less frequently in a typical in-home power line
network. Hence, we use the saturated value of ECG to evaluate
DRGs for a larger set of channel conditions in the next section.

2) Overall DRGs: We now present results for the overall
DRG obtained by running the IBFD system of Fig. 3(b)
for a set of 1500 randomly generated channels and three
different noise conditions as described in Appendix A-A2, and
in Appendix A-C and Table III, respectively.

Fig. 11 shows the empirical CDF of the DRG from (17)
for the three noise environments. We observe that the overall
DRG is smaller than one only for less than 1% of the channels
with our proposed IBFD solution even under relatively low
noise conditions. For high noise levels, IBFD gives a minimum
DRG of 1.6. Under medium noise conditions, IBFD is seen
to consistently outperform conventional half-duplex rates to
provide a median DRG of 76%.

VI. EXTENSION TO MIMO BB-PLC SYSTEMS

In this section, we extend our IBFD solution to MIMO BB-
PLC systems. MIMO BB-PLC has recently been standardized
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Fig. 10. DRG (overall increasing curves) and MSE (overall decreasing curves) versus iterations for LPTV-LMS with step-sizes of (a) µ = 0.025, (b)
µ = 0.05, and (c) µ = 0.075. Approximate DRG saturation points are shown by the dashed line.
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Fig. 11. Empirical CDF of overall DRG (17) using IBFD for a set of 1500
random channels under different noise conditions.

in the HomePlug AV2 and ITU-T G.9963 standards [5], [50] to
enable data rates in the Gbps range. MIMO BB-PLC exploits
the fact that often more than two conductors are available,
which enables coupling of multiple input and decoupling of
multiple output signals. The most common scenario is the use
of three conductors, namely live or phase (L or P), neutral
(N), and protective earth (PE), which enables a 2× 2 MIMO
system. This has been extended to a 2 × 4 setup, where a
third differential signal and the common mode are included at
the reception stage [4, Ch. 1]. We propose an IBFD solution
for MIMO BB-PLC whose structure follows our two-step
structure for the single-input single-output (SISO) case. In
particular, we initially isolate the bidirectional signals in the
analog domain and then cancel the remaining interference
using a digital canceler.

A. Analog Isolation

Fig. 12 shows the block diagram for the integration of the
hybrids for analog isolation in a 2×2 MIMO BB-PLC system
(we refer to [51, Fig. 12] [4, Ch. 1] for the schematic of a
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Fig. 12. Port connections of the active hybrids in a 2×2 MIMO configuration.

MIMO PLC coupler). As it can be seen, we require two 3-
port hybrids, one at each transmit-end AFE. Each of these
hybrids isolates the transmitted signal from the SOI on their
pair of wires. If a 2 × 4 MIMO is being implemented, the
other two reception modes use only the digital cancellation.

The amount of isolation provided by the hybrid depends on
the extent of reflections caused due to impedance mismatch
at the hybrid-line interface. The counterparts to reflection
co-efficient ΓPLC, line impedance ZPLC, and hybrid output
impedance Z2 in the SISO system are the voltage reflec-
tion matrix ΓPLC, the channel impedance matrix ZPLC, and
the dual-hybrid output impedance matrix Zhyb, respectively,
which are shown in Fig. 12. Since P1 and P3 of each of
the hybrids are still connected to the transmit- and receive-
end AFEs, respectively, we choose Z1 = Z3 = 100 Ω
for both the hybrids, following the analysis in Section III.
Z2 of each of the hybrids, which are the principal diagonal
elements of Zhyb, should be chosen in such a way that ΓPLC

is kept at a minimum. Measurement results in [4, Chs. 1, 5]
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indicate that the median impedance of typical MIMO channels
between any two wire pairs is about 88 Ω. We also obtained
some channel realizations from the open-source MIMO PLC
channel generator tool [52] and found the impedance to be
around 100 Ω. We thus conclude that Z2 = 100 Ω is still
a good choice. Given these hybrid parameters and a channel
impedance matrix ZPLC, we can determine the SI and cross-
interference (CI) channel frequency responses, Hii and Hij ,
i, j ∈ {1, 2}, i 6= j, respectively, using an analysis similar to
the SISO scenario. The details of the derivation are given in
Appendix B-B.

B. Digital Cancellation

We apply the previously validated mixed-domain digital
cancellation procedure to a MIMO system by using two LMS
filters at each transceiver, one to estimate the SI channel and
the other for the CI channel. Fig. 13 illustrates the digital EC
structure for canceling SI from the output of one of hybrids
from Fig. 12. Denoting the two transmit signals of the MIMO
system as x1 and x2, we can express the sampled output of
the first hybrid as

y1(n) = (x1 ∗ h11)(n)︸ ︷︷ ︸
SI/self-echo

+ (x2 ∗ h12)(n)︸ ︷︷ ︸
CI/cross-echo

+

ySOI(n)︸ ︷︷ ︸
SOI

+ w(n)︸ ︷︷ ︸
cumulative noise

, (18)

with the impulse responses h11 and h12 of the SI and CI
channels, respectively. We note that the SOI usually contains
components of two signals sent from the far-end transmitter,
which is however irrelevant for the EC step. The SI and CI
estimates are canceled simultaneously to produce a common
error signal e1. The LMS filters are updated in the frequency
domain as

G11(`+ 1) = G11(`) + µdiag(X1(`))∗E1(`) (19)
G12(`+ 1) = G12(`) + µdiag(X2(`))∗E1(`), (20)

where G11(`) and G12(`) are the weights of the SI and CI
estimation filters, respectively in the `th iteration, and X1(`),
X2(`), and E1(`) are the `th iteration frequency domain
versions of x1, x2, and e1, respectively. Similar adaptive
cancellation is performed at the other transceiver path as well.
When more than two receive modes are used, the same digital
cancellation procedure is employed at the other receiver(s) to
cancel the two CIs.

C. Performance Results

For performance evaluation, we consider one of the two
transceivers to determine the amount of SI and CI cancellation
achieved by the EC solution described in Fig. 13. We operate
under the same system settings and noise conditions reported
in Section V, while we generate MIMO channels as specified
in Appendix A-B.

h11 

P1 

P3 

P2 

AFE 

AFE 

Active hybrid 

IDFT 

IDFT DFT 

LMS-1 
G11(l) 

LMS-2 
G12(l) 

y1(n) = (x1*h11)(n) + 
(x2*h12)(n) + ySOI(n) 
+ w(n) 

To/From PLC 

x1 

e1(n) 

X1(l) 

X2(l) 

Fig. 13. Block diagram for digital EC for one received signal in an IBFD
enabled MIMO transceiver.
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1) Echo Cancellation Gains: For the MIMO BB-PLC case,
interference is caused by both SI and CI. Hence, we define
ECGSI and ECGCI as the ECG obtained for SI and CI,
respectively, which are given by

ECGSI = PTX −max{PRSI, NR, PQN} (21)
ECGCI = PTX −max{PRCI, NR, PQN} , (22)

where PRCI is the PSD of the residual CI. Fig. 14 shows
the smoothing spline curve-fit data for ECGSI and ECGCI

for 1000 different channel realizations, in comparison to the
ECG obtained in SISO operation. We notice that ECGSI

and ECGCI show the same trend as the SISO ECG with
gains increasing with higher sub-carrier attenuations. We also
observe that ECGSI ≈ ECGCI across all sub-carriers. How-
ever, the specific gain values deviate from the ECG for the
SISO case. This is due to a larger pre-digital attenuation of
the SI signal. In particular, the multi-conductor line-hybrid
interface provides an average of 12 dB of isolation in the
MIMO scenario as opposed to 7 dB of average isolation seen
in the SISO case. This higher isolation results in lower SI
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Fig. 15. Empirical CDF of overall MIMO DRG (17) using IBFD for a set
of 1500 random channels under different noise conditions.

and CI strengths entering the LMS estimator. Under low sub-
carrier attenuations, this leads to a smaller difference between
the signal strengths of SI/CI and SOI, which produces less
accurate SI/CI estimates, leading to lower digital cancellation
gains. As the sub-carrier attenuation increases, the difference
between the signal strengths increases. This produces higher
digital cancellation gain, which when combined with a greater
pre-digital isolation produces a larger overall MIMO ECG.

2) Overall Data Rate Gains: We measure the DRG as
defined in (17) for 1500 randomly generated MIMO channels
(see Appendix A-B). The empirical CDF of the DRG is shown
in Fig. 15 for the three different noise levels described in
Appendix A-C and Table III. We observe that in almost all
cases, the DRG is larger than one for all three noise conditions.
However, the DRGs are generally lower than those for the
SISO case. The reason for this is the lower ECG values for
relatively smaller sub-carrier attenuations as shown in Fig. 14.
We obtain a median DRG of about 1.6 under typical (medium)
noise conditions and nearly double the data rates for 20% of
the cases under high noise levels.

VII. CONCLUSION

In this paper, we have considered the application of IBFD
for BB-PLC as a means to significantly enhance data rates
under typical channel and noise conditions and to solve
several prevalent networking problems. We have motivated
and developed a two-step implementation, consisting of an
active hybrid to provide initial analog isolation and a mixed-
domain digital echo cancellation for effective self-interference
reduction. Furthermore, we have addressed the problem of
LPTV channel behavior typically seen in PLC, by developing
a new LPTV-aware LMS adaptation algorithm, which exploits
the cyclic nature of the channel changes to provide better
error convergence and more accurate echo channel estimates.
We have also extended our solution for application in MIMO
BB-PLC systems. The presented quantitative results suggest
that our IBFD solution provides significant data rate gains

over conventional time-division duplexed BB-PLC transmis-
sion for a range of channel and noise scenarios. The proposed
IBFD scheme can be readily integrated into the existing
half-duplex systems and also ensures interoperability with
the non-upgraded half-duplex devices. The enhancement of
cancellation gains through the addition of an ACC component
is an interesting future work.

APPENDIX A
CHANNEL AND NOISE MODELS

A. SISO Channel Generation
To generate SISO PLC channels, we use the open-source

channel generator tool [46], which implements the bottom-up
approach from [53]5. It allows us to choose different network
conditions for an in-home setting by assigning the number of
derivation boxes (DB), number of outlets (OL) associated with
each box, the cable types and lengths, and the loads connected
at each of the OL. It also provides an option to generate a
random network topology in which it automatically creates
an in-home network setting by randomly choosing the above
parameters.

1) LPTV Channels: To generate an LPTV channel condi-
tion, we consider an in-home scenario with harmonic and com-
muted load variations at some of the OLs in the network [48].
The indoor topology that we have selected for the results in
this paper consists of 25 OLs, of which 7 are without any
load, each 5 are connected to commuted and to harmonically
varying loads that are both resistive and frequency-selective
in nature, and the remaining 8 are connected to other time
invariant resistive and frequency-selective loads. We consider
a minimum channel coherence time of Tc = 700 µs for in-
home power lines, as reported in [29]. For North American
mains frequency of 60 Hz, this results in 1

60·2·700·10−6 = 12
channel changes in one HC. We therefore generate 12 time
invariant channels and switch from one to the other after every
Tc. We apply this in every HC to replicate the LPTV behavior
in an actual PLC setting. These 12 channels have a minimum
and maximum sub-carrier attenuations of 30 dB and 78 dB,
respectively, with a mean of about 53 dB for the selected
network setting.

2) Channels to Determine DRG: For generating a large
set of channels, we use the random network generator setting
in [46]. We limit the maximum number of DBs and OLs to
15 each to simulate a realistic in-home network. With such
a setting, we obtain channels with sub-carrier attenuations
varying between 6 dB to 77 dB with a mean of 40 dB.
The statistics of the channel frequency responses generated
using [46] have been shown to closely match those from [48]
whose average coherence bandwidth is about 200 kHz.

B. MIMO Channel Generation
To generate a set of 1500 random MIMO channels, we use

the channel generator tool of [52]. To simulate a realistic in-

5We note that a bottom-up approach is required for the performance
evaluation of the proposed IBFD method, as it provides realizations for the
frequency response together with the associated access impedance. This would
not be the case using phenomenological descriptions for the channel frequency
response as provided in e.g. [54]–[56].
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home network setting, we lay a tree topology of 15 outlet
nodes and 20 branches, and vary the branch lengths from 1
to 100 meters, and different loads conditions at each outlet
varying between 1 Ω to 2 kΩ. We also vary the backbone
conductor with the two available options of symmetric and
ribbon-type cables. This results in channels with sub-carrier
attenuations varying between 10 dB and 70 dB with a mean
of 42 dB.

C. PLC Noise Generation

We consider the PLC noise as a sum of background, nar-
rowband, and impulse noise, as described in [57, Annex. F]6.
The former two can be assumed stationary and are described
through their PSDs.

1) Colored Background Noise: The PSD for the colored
background noise is modeled as a first order exponential,

S(f) = a+ b|f |c, (23)

where a, b, and c can be varied for different noise conditions,
as specified in Table III.

2) Narrowband Noise: The narrowband noise PSD follows
a parametric Gaussian function. We do not vary narrowband
noise parameters for different noise levels as they are typi-
cally independent of the network conditions and are usually
introduced by interfering short-wave or amateur radio signals.

3) Impulse Noise: The impulse noise is generated in time
domain using the sum-of-sinusoids model,

p(t) = (u(t)− u(t− Td)) ·
Nd−1∑
i=0

Ai
Nd

e−αi|t|e−j2πfit,

where u(·) is the unit step function, Nd is the number of
damped sinusoids in an impulse, Td is the duration of the
impulse, Ai is the impulse amplitude, and αi and fi are
the damping factor and pseudo frequency of the ith sinusoid,
respectively. We generate NT such impulses for every mains
cycle, spread by an inter-arrival time, tint. Nd = 3 and
αi = 0.3 × 106 are fixed, and other parameters are adjusted
to generate different types of impulse noise, namely periodic
synchronous (PS), periodic asynchronous (PA), and aperiodic
(AP) impulse noise, and to account for different noise levels
specified in [61], as shown in Table III.

To enable reproducibility of our experiments, we have made
the noise generator available online [62].

APPENDIX B
TRANSFER FUNCTION OF THE ECHO CHANNELS

A. Self-Interference Channel in SISO IBFD Operation

We consider the SISO-IBFD scenario illustrated in Fig. 16
to derive an expression for the echo channel transfer function
HSI(f) = V3(f)

VS(f) for a given frequency f . For brevity, we do
not include the frequency-dependency in the following. We

6The noise model described in the IEEE standard document [57] is the
result of studies over many years published in e.g. [33], [58], [59]. We note
that especially noise models can vary for different scenarios. For example,
[60] reports a set of measurements suggesting a non-Gaussian background
noise.

TABLE III
NOISE STATISTICS USED TO GENERATE THE DIFFERENT NOISE LEVELS

High Medium Low
fi (MHz)

PS U [0.25, 0.5] U [0.25, 0.5] U [0.25, 0.5]
PA U [2, 13] U [2, 13] U [2, 13]
AP U [0.5, 1] U [0.5, 1] U [0.5, 1]

Td(µs)
PS 300 U [2,300] 2
PA 10 U [1.5, 10] 1.5
AP 150 U [15, 150] 15

Ai (mV)
PS 1500 U [5, 1500] 5
PA 40 U [4, 40] 4
AP 150 U [5, 150] 5

tint (ms)
PS U [10, 200] U [10, 200] U [10, 200]
PA U [10, 200] U [10, 200] U [10, 200]
AP E(λ−1 = 100) E(λ−1 = 100) E(λ−1 = 100)
NT

PS 10 U [1, 10] 1
PA 5 U [0, 5] 0
AP 10 U [1, 10] 1

S(f) (dBm/Hz)
a -145 U [-140, -145] -140
b 53.23 U [52.23, 38.75] 38.75
c -0.337 U [-0.337, -0.72] -0.72

U [z1, z2] denotes a random number that is drawn from a uniform
distribution between z1 and z2.

E[λ−1 = λ0] denotes a random number drawn from an exponential
distribution with mean of λ0.
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ZRX
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Fig. 16. Port connections of the active hybrid in SISO configuration.

first express HSI in terms of the S-parameters of the hybrid
and then represent the S-parameters in terms of the outward
reflection coefficient at P2 (ΓPLC). To this end, we terminate
P2 with impedance ZPLC and view the hybrid as a 2-port
network between P1 and P3. With a reference impedance Z0

at P1 and P3, we obtain HSI from the S-parameters as [63,
Ch. 3]

HSI =
V3

VS
=

S21(1 + ΓL)(1− ΓS)

2(1− S22ΓL)(1− ΓinΓS)
, (24)
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where

Γin = S11 +
S12S21ΓL

1− S22ΓL

ΓS =
ZS − Z0

ZS + Z0

ΓL =
ZRX − Z0

ZRX + Z0
.

Our modified hybrid circuit of Fig. 1 has no transfer connec-
tion from P3 to P1, which results in S12 = 0 due to the reverse
isolation of the op-amps. This results in Γin = S11. Therefore,

HSI =
S21(1 + ΓL)(1− ΓS)

2(1− S22ΓL)(1− S11ΓS)

= c · S21 , (25)

where c = (1+ΓL)(1−ΓS)
2(1−S22ΓL)(1−S11ΓS) .

Next, we represent S21 in terms of ΓPLC. By definition we
have,

S21 =
b3
a1

∣∣∣∣∣
a3=0

(26)

ΓPLC =
a2

b2
, (27)

where ai and bi are the inward and outward traveling waves
of the hybrid, respectively. The amplifier and voltage divider
stages and the reverse isolation of the op-amps used in the
hybrid ensure that the signal entering one port is completely
transferred to the next [39], resulting in

b2 = a1 (28)
b3 = a2 . (29)

From (27)-(29) it follows that

b3
a1

=
b3
b2

=
a2ΓPLC

a2
= ΓPLC . (30)

Finally, combining (25), (26), and (30), we have,

HSI = c · ΓPLC . (31)

The factor c depends on ΓL, ΓS, S11, and S22. Without loss
of generality, we choose reference impedance Z0 = 100 Ω,
which results in ΓL = 0. On the other hand, ZS is typically
low [42], and gives ΓS ≈ −1. The values of S11 and S22

are independent of ZPLC, and only depend on Z1, Z2, ZS,
ZRX, and Z0. Furthermore, since these impedances are purely
resistive, S11 and S22 are also frequency independent. ADS
simulations of our circuit in Fig. 1 indicate S11 = S22 = 0.1
for the given Z1, Z2, ZS, ZRX, and Z0. With these values, we
obtain c = 0.9 for our hybrid.

B. Self- and Cross-Interference Channels in MIMO-IBFD
Operation

We consider the block diagram for a 2 × 2 MIMO PLC
system in Fig. 12. The voltage reflection matrix ΓPLC is
calculated as [64, Ch. 7]

ΓPLC =

[
Γ11 Γ12

Γ21 Γ22

]
= [ZPLC −Zhyb][ZPLC + Zhyb]−1.

We first study SI on Hybrid-1 (see Fig. 12). Following the
same approach as for the SISO case in Appendix B-A, we
view the hybrid as a 2-port network with ports P1 and P3
as the two ports. From the derivation in Appendix B-A, we
obtain the SI channel transfer function

H11 =
V3

VS
= c11Γ11 , (32)

where c11 = (1+ΓL)(1−ΓS)
2(1−S22ΓL)(1−S11ΓS) and Sij are the S-parameters

of Hybrid-1.
We extend this analysis further to the CI channel from

transmitter 2 to receiver 1, i.e., P1 of Hybrid-2 and P3 of
Hybrid-1 are the two ports. Considering the signal definitions
in Fig. 12 and analogous to (27) and (28), we now have

a2 = Γ12b
′
2 (33)

b′2 = a′1 . (34)

From (29), (33), and (34), we obtain

b3
a′1

=
b3
b′2

=
a2

b′2
=

Γ12b
′
2

b′2
= Γ12 (35)

and thus
H12 =

V3

V ′S
= c12 · Γ12 , (36)

where c12 = (1+ΓL)(1−ΓS)
2(1−S22ΓL)(1−S11ΓS) . Following the same analy-

sis leads to the SI and CI channel observed at Hybrid-2,

H21 =
V ′3
VS

= c21 · Γ21 (37)

H22 =
V ′3
V ′S

= c22 · Γ22 , (38)

where we replace the S-parameters from the Hybrid-1 with
those from Hybrid-2 to compute the constants c21 and c22.
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[61] J. A. Cortés, L. Dı́ez, F. J. Cañete, and J. J. Sánchez-Martı́nez, “Anal-
ysis of the indoor broadband power-line noise scenario,” IEEE Trans.
Electromagn. Compat., vol. 52, no. 4, pp. 849–858, 2010.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TCOMM.2016.2587284

Copyright (c) 2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



17

[62] G. Prasad, H. Ma, M. Rahman, F. Aalamifar, and L. Lampe.
A cumulative power line noise generator. [Online]. Available:
http://www.ece.ubc.ca/∼gauthamp/PLCnoise

[63] W. Chen and J. Choma, Feedback Networks: Theory and Circuit Appli-
cations (Advanced Series in Circuits and Systems). World Scientific
Press, 2007.

[64] C. R. Paul, Analysis of multiconductor transmission lines. John Wiley
& Sons, 2008.

Gautham Prasad received the B. Eng degree in
Electronics and Communications Engineering from
PES Institute of Technology, Bangalore, India in
2012, and the M. S. degree in Electrical and Com-
puter Engineering from the University of Florida,
Gainesville, FL in 2014. He is currently working
toward the Ph. D. degree with the Department of
Electrical and Computer Engineering at The Uni-
versity of British Columbia, Vancouver, BC.

Lutz Lampe (M’02, SM’08) received the Dipl.-Ing.
and Dr.-Ing. degrees in electrical engineering from
the University of Erlangen, Germany, in 1998 and
2002, respectively. Since 2003, he has been with the
Department of Electrical and Computer Engineering,
The University of British Columbia, Vancouver, BC,
Canada, where he is a Full Professor. His research
interests are broadly in theory and application of
wireless, power line, optical wireless and optical
fibre communications. Dr. Lampe was the General
(Co-)Chair for 2005 International Conference on

Power Line Communications and Its Applications (ISPLC), 2009 IEEE
International Conference on Ultra-Wideband (ICUWB) and 2013 IEEE In-
ternational Conference on Smart Grid Communications (SmartGridComm).
He is currently an Associate Editor of the IEEE WIRELESS COMMUNI-
CATIONS LETTERS and the IEEE COMMUNICATIONS SURVEYS AND
TUTORIALS and has served as an Associate Editor and a Guest Editor of
several IEEE transactions and journals. He was a (co-)recipient of a number
of best paper awards, including awards at the 2006 IEEE ICUWB, the 2010
IEEE International Communications Conference (ICC), and the 2011 IEEE
ISPLC. He is co-edior of the book Power Line Communications: Principles,
Standards and Applications from Multimedia to Smart Grid, published by
John Wiley & Sons in its 2nd edition in 2016.

Sudip Shekhar (S00M10SM14) received the
B.Tech. degree (Hons.) in electrical and computer
engineering from the Indian Institute of Technology,
Kharagpur, in 2003 and the M.S. and Ph.D. degree in
electrical engineering from the University of Wash-
ington, Seattle in 2005 and 2008, respectively. From
2008 to 2013, he was with Circuits Research Lab,
Intel Corporation, Hillsboro, OR, where he worked
on high-speed I/O architectures. He is currently
an Assistant Professor of electrical and computer
engineering at the University of British Columbia.

His research interests include circuits for high-speed electrical and optical I/O
interfaces, frequency synthesizers, and wireless transceivers. Dr. Shekhar was
a recipient of the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS
Darlington Best Paper Award in 2010 and a corecipient of IEEE Radio-
Frequency IC Symposium Best Student Paper Award in 2015.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TCOMM.2016.2587284

Copyright (c) 2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.


