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Abstract—Automatic modulation recognition (AMR) enables
the detection of different data-transmission formats sharing the
same frequency band. One such band is the European 868 MHz
band that is dedicated for short-range devices. Recently, an AMR
method that applies a feature-based tree has been proposed for
this band. In this paper, we present alternative feature-based
classifiers that enable a more accurate AMR. In particular, we
propose the use of classification tree and random forest classifiers,
and we devise an extended set of features for the modulation
classification problem at hand. Through simulation experiments
we demonstrate a significant improvement in recognition success
rate for typical transmission types in the 868 MHz band.

Index Terms—Automatic modulation recognition, Classifica-
tion Tree, Random Forest.

I. INTRODUCTION

HE process of automatic modulation recognition (AMR)

concerns the detection of an unknown transmission for-
mat or transmit-signal type based on a received signal. AMR
is used in various civilian and military communication appli-
cations for tasks such as signal confirmation and interference
identification [1], [2]. AMR has also gained popularity due
to the development of software-defined radio (SDR) and
cognitive radio (CR) concepts [2], [3]. For those applications,
an effective AMR classifier can be used to support multiple
transmission formats over a white noise or fading channel and
to avoid interference.

The integration of AMR in a communication system is
illustrated in Figure 1. AMR is an intermediate step between
reception and demodulation that involves preprocessing the
received signal, extracting features, and feeding the informa-
tion to a classification algorithm. This process is marked with
a black dashed rectangle in the figure. The role of AMR is
to identify the correct transmit-signal parameters, including
the use of spreading, so that subsequent demodulation and
decoding can properly be employed.

An important application case for AMR is the transmission
in the European 868 MHz band for short-range devices. Since
different communication standards and systems use this band,
[4] proposed the application of AMR to enable a communica-
tion gateway that translates waveforms from different devices.
In particular, AMR based on a feature-based classifier was
applied in [4], [5]. Feature-based classifiers extract relevant
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Fig. 1: System block diagram of an AMR task.

features from the received signal, which are then used in a
classifier to determine the transmission format. For example,
[6] incorporates higher-order statistical (HOS) features in con-
junction with a classification tree (CT) method to classify M-
ary phase shift keying (PSK) and M-ary quadratic amplitude
modulation (QAM). A very similar approach to AMR is shown
in [7], which also uses HOS features, but constructs artificial
neural networks (ANNs) for classification. ANNs have long
been applied for AMR for both analog and digital modulation
formats, cf. e.g., [8]. Furthermore, support vector machine
(SVM) (e.g. [9]) and genetic algorithms (GAs) (e.g. [1],
[10]) have also been used for AMR. Training SVMs requires
extensive and careful tuning, which includes choosing a kernel
function and its parameters, the regularization penalty (soft-
margin constant), and also selecting a strategy to perform
multi-class classification [11]. For example, [9] uses particle
swarm optimization to select the tuning parameters of SVMs to
classify digitally modulated signals. Training ANNs presents
similar challenges, and decision trees have been shown to
perform very well compared with other alternatives [8], [12].
Simpler classifiers, like Naive Bayes, have generally not done
better than decision trees in the context of AMR [13], [14].
This is not surprising given that many features used to classify
modulations can exhibit strong correlations [15], [16].

The inclusion of a large number of features often poses
additional challenges due to the increased complexity of the
prediction model. The work done in [7] handles this problem
by using principle component analysis (PCA) to select the
most useful features for classification. For an overview of
common feature variables and classification algorithms applied
to AMR tasks we refer to [2], [17].

In this paper, we extend the approach of [4], [5] considering
AMR for transmission in the European 868 MHz band. The
classifier presented in [4] and [5] is a feature-based tree



(FBT) using two and five features, respectively. In addition,
the features appear exactly once in the tree. We improve this
approach by including an extended feature set and utilizing
a CT [18] and a random forest (RF) [19]. In particular, we
include HOS features and use variable importance (instead
of PCA as in [7]) to deal with highly complex models. We
chose RF classifiers, which to the best of our knowledge
have not been studied for AMR yet, as they provide superior
predictive accuracy in many applications due to its utilization
of the consensus of individual trees as weak learners. It is
shown in Section 8.7 of [20] that using an ensemble of trees
improves accuracy and precision of predictions. Furthermore,
because of the ensemble method together with the way the RF
algorithm selects only a subset of features at each decision
threshold of a tree, allows the algorithm to handle many
features without overfitting. Numerical results demonstrate
that the proposed CT and RF classifiers outperform the FBT
approach over a wide range of signal-to-noise ratios (SNRs),
and yield significantly higher success rates for AMR.

II. SYSTEM MODEL

Different communication standards specify a variety of
communication protocols for the European 868 MHz band
for short-range communication. We adopt the system model
from [5] and consider six important transmission formats.
The first three formats are on-off keying (OOK), binary
phase-shift keying (BPSK) and offset quaternary phase-shift
keying (OQPSK), and all of them have a carrier frequency of
868.3 MHz. The other three formats are binary frequency-shift
keying (BFSK) operating at carrier frequencies of 868.3 MHz,
868.95 MHz, and 868.03 + ¢ - 0.06 MHz, where 0 < 7 <
9, respectively. These are used in the wireless meter-bus
specification and, according to this specification, we denote
the three signal types as BFSK-A, BFSK-B, and BFSK-
R2, respectively. Further details about the six communication
signals are provided in [5].

Since the signals are narrowband, we apply a frequency-
flat slowly fading channel model. At the AMR receiver, the
signals received in the 868 MHz band are mixed to a low
intermediate frequency. For our numerical results presented in
Section V, we apply down-conversion by 867.3 MHz, i.e.,
the intermediate frequency for OOK modulation would be
1 MHz. The signal at intermediate frequency is sampled with
sampling frequency f,, resulting in the discrete-time signal
r[k], where k is the discrete-time index. As in [5], we apply a
sampling frequency f; = 6.25 MHz. The received signal can
be expressed as

r[k] = gs[k] + n[k] , ey

where s[k] is the down-converted and sampled signal compo-
nent, g is the channel gain, which varies very slowly compared
to the signaling rate, and n[k] is white Gaussian noise with
variance o2. Since AMR is done before any signal demodu-
lation and detection (see Figure 1), no time synchronization
or filtering are applied, and thus s[k| is an arbitrarily time
and phase shifted version of the transmitted signal. Denoting
the variance of s[k] by o2, the instantaneous SNR for AMR

processing is g202/02. The AMR results only depend on the
SNR, and not on the absolute values of g, o2, or 2.

The task of the AMR method is to determine from the
received signal r[k] which of the six transmission formats
has been used in s[k]. To this end, features are extracted
from r[k] and then used in a classifier. The features and
classifiers applied in previous and our AMR approaches will

be introduced in the following two sections.

III. FEATURE EXTRACTION

In this section, we describe the preprocessing and feature
extraction required for classification. First, the preprocessing
and features utilized in the FBT of [5] are briefly introduced.
Next, we present a set of commonly used engineered features
that we deem to contribute positively for classification with
CT and RF.

A. Preprocessing

The task of AMR begins by preprocessing N samples,
r[0],...,7[N — 1], of the sampled received signal in (1).
Following [5], we adopt N = 512 and generate via discrete
Fourier transform (DFT) the normalized spectral representa-
tions

and

k=0,....N—1 (4

is the analytical received signal and

1 N-1 1 N-1
ua:NkZ:OMk]l, mzﬁkzzolr[k]\. )

In (4), H{-} denotes Hilbert transformation.

B. Features from [5]

In [5], five features, referred to as mq, mo, ..., ms;, were
derived based on R[k] and A[k] from (2) and (3), respectively.
For example, m is computed as

(|A[k2]) - (6)

ma.
5<ko <27

m1 = max (|A[k]]) +

1<k <7 2
The features were designed to discriminate the transmission
formats introduced in Section II. To avoid being repetitive,
we refer to [5] for the derivation of these features.

C. Additional Features
We suggest the use of additional features for the task of
AMR in the 868 MHz band. The type of features we describe

are commonly used in AMR problems, cf. e.g. [1], [3], [17],
[21], [22].

(©2016. This manuscript version is made available under the CC-BY-NC-ND 4.0 license
http://creativecommons.org/licenses/by-nc-nd/4.0/



TABLE I: Summary of feature variables.

Description Features
Features from [5] mi, ma, ..., ms
Transformation-based Ymax, L2, ['a

Higher-order cumulant
Crirr, Cri1g, Cr199, Cr00g. Cooqq

Cr1, C1g. Cqq, Cr11, Cr1¢, C19q, CQqq-

Magnitude spectrum {|R[E][|k = 45,...,160}

1) Transformation Based Features: The first set of pro-
posed features is related to the spectral representation of the
analytical signal. More specifically, we compute the maximal
squared magnitude frequency component

1
max —

2
k=0,...,N—1 N|AU’€H . @)

Ymax =
Since Ymax corresponds to amplitude variation of signals [17],
this feature is useful in discriminating between OOK and the
PSK/FSK modulations. Furthermore, the maximum value of
the DFT of the 24 and 4'" power of the analytical form is

computed, i.e.,
N—1 ) 2
Z (|a[2]|)n iz

i=0 Ha

1

I'n= m —
" k=0,..,.N—1 N

®)

for n = 2 and n = 4. The features, I'; and I'y are useful in
classification of PSK signals, specifically between BPSK and
OQPSK modulations [17].

2) Higher-Order Cumulant Features: Higher-order cumu-
lant (HOC) features capture information about amplitude and
phase distributions of modulations and are not influenced
by additive white Gaussian noise for cumulants with order
greater than two (see [1] for an in-depth discussion of the
advantages of cumulant features for AMR). In this work, time-
averaging approximations of the second, third, and fourth order
cumulants are computed:

1 N-1
CIIIQ N xl[k]$2[k]
k=0
1 N-1
O.’Ifl.’lf2323 N P Zl[k']l'g[k]l’g[k] (9)
=0
N-1

3?1[]()].’132 [k]$3[/€]$4[k] _CI1$20I3934
k=0
- Cxlmscr2$4 - lecmcmgmg

where x;[k], i = 1,...,4, is either the in-phase or quadrature
component of the normalized analytical signal a[k]/p,, which
will be denoted by z; = I and z; = @), respectively, for a total
of 12 HOC features.

3) Magnitude Spectrum: The last set of proposed features
consists of the normalized magnitude spectrum, |R[k]| for
frequency indices of k = 45 to k& = 160 for a total of 116
magnitude spectrum features. These features are particularly
useful in detecting the BFSK-B modulation, as it is modulated
at a higher carrier frequency than the remaining transmission
formats. Table I summarizes a total of 136 features used in
the following.

TABLE II: The training data where the first column consists
of the six transmission formats, and the columns to the right
corresponds to features m; to R[160] correspond to the feature
variables.

Transmission | m1 | m2 | ms R[160]
format
OOK 190 0.05 0.3 2.5
OOK 186 0.12 | 0.21 1.8
OOK 172 0.08 | 0.25 | .. 3.1
BFSK-R2 153 | 0.64 | 0.03 | .. 54
BFSK-R2 144 | 054 | 0.08 | .. 33
BFSK-R2 89.7 | 0.35 | 0.12 2.48

IV. CLASSIFICATION

We now turn our attention to the construction of reliable
classifiers for the AMR problem. A classifier is a function
that maps feature variables onto a set of classes, in our
case, the different signal types. We briefly revisit the FBT
of [5], and then introduce the classification tree and random
forest classifiers. A training set is required to select the
parameters of each classifier. The training data could be
generated experimentally or, as in our work, from a Monte-
Carlo simulation (see Section V for more information). An
example of the training data is shown in Table II where the
columns mq,ma, ..., R[160] correspond to the features.

A. Feature-Based Tree (FBT)

The FBT algorithm in [5] utilizes 5 feature variables m;,
1=1,...,5 and selects thresholds ¢,,, to discriminate among
different signal types. The tree is presented on the left panel
of Figure 2 where the first split is based on feature m;.
The derivation of the decision thresholds is explained in [5].
The transmission format of a new signal is predicted by
extracting the corresponding features m; and traversing down
the decision tree until an end node is reached.

B. Classification Tree (CT)

Similar to the FBT above, a CT is constructed with a
series of binary splits of the available features. Furthermore,
CTs use an algorithm to automatically select which features
and threshold values to use at each node in order to obtain
highly homogeneous (in terms of signal types) partitions of
the training data (see [20] for more details). It is easy to see
that increasing homogeneity at leaf nodes improves predictive
accuracy. Consider Figure 3 where the parent node depicts
red circles and blue crosses as two possible outcomes. If, for
example, we were to predict that observations falling in the
parent node are circles, we can expect to have an error rate
of 50%, since half the training set in the node are crosses.
However, if we split the node along the dashed line, we obtain
child nodes with increased homogeneity. If we classify points
in the left node as circles, and those in the right node as
crosses, our error rate is now 20%.

To construct a CT we begin with all observations in the
root node of the tree. In its simplest form, the algorithm
then recursively splits the data into binary partitions until
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(a) Feature-Based Tree

BFSK-B
FSK-A 00K

(b) Classification Tree

Fig. 2: Flowchart of trees depicting features and decision thresholds at interior nodes, and signal types at the leaf nodes.

all the observations at the leaf nodes are of the same class.
Early stopping rules and pruning (discussed below) are also
used to prevent overfitting. Fix a node, and let Y denote the
transmission format observed by randomly drawing a signal
from this node. If p, = P(Y = k) then the entropy (H) of YV’
is

H(Y) == pilog(pk) - (10)

k

The decision thresholds are determined by choosing the feature
and threshold minimizing the entropy from the resulting splits.
Typically only a subset of features are selected in the output
of the tree, and these features can appear more than once in
the tree.

To avoid constructing a classifier that over-fits the training
set, a pruning step is recommended. The strategy is to grow
a large tree and then use cross-validation to estimate the
optimal trade-off between the competing goals of maximal
homogeneity and a small number of terminal nodes. We
apply the CT using features from Section III-B with and
without the additional features introduced in Section III-C.
The implementation of pruning a fully grown tree is carried
out in rpart, which uses 10-fold cross-validation to determine
the optimal size tree. In our experiments, we trained CTs using
the rpart package in R [23].

The right panel of Figure 2 illustrates an example of a CT
based on the features from [5]. Note, for example, that feature
mso 18 not used in the CT while m; is used more than once,
which emphasizes the difference between the CT and FBT.

C. Random Forests

To reduce prediction variability, RFs combine the pre-
dictions of a relatively large number of CTs obtained by
bootstrapping the original data [19], [20]. Furthermore, at each
split of each bootstrapped CT, RF only considers a randomly

* X Xy

[ ] x.

o’ x
* x x
(] xx.
o’ x

Fig. 3: Example of splitting a node to increase homogeneity.

chosen subset of the available features, which reduces the
correlation among the bootstrapped trees and results in a
more stable classifier. In addition, the most useful features
in terms of prediction are selected by initially fitting the
RF to all the features, and then keeping the features with
the highest variable importance as described by the tuning
procedure in Section IV-C1. Model fitting is carried out using
the randomForest package in R [24].

1) Tuning the parameters of the RF: RFs require selecting
three parameters: the number of trees, 7o, the number
of randomly selected features at each split, n., and the
number of features in an initial feature selection step, pgel-
The inventors of RF suggest n,, to be approximately equal
to the square-root of the number of features [20]. Hence, if
we consider only my,...,ms, then ng, = 2, while using all
of the features from Table I leads to n¢,y, = 12. The number
of trees should be large enough so that predictions are made
multiple times for each observation [19]. The number of trees
(ntree) We considered for tuning were 400, 600, 800, and 1000.

Also, to select an initial subset of features, we use a
variable importance measure based on the average (over trees
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Fig. 4: Variable importance based on the RF using all the
features. The number of retained features are indicated in the
legend. For example, the blue line and arrow indicate the top
68 features.

in the forest) improvement in homogeneity obtained whenever
each feature is used to split a node [20]. This selection step
filters out irrelevant features that could lead to overfitting.
However, not too many features should be filtered as inter-
actions between features are important. Figure 4 shows the
variable importance measure of the available features in our
experiment. We considered selecting the top pse; = 22, 31, 55,
68, and 136 (all) features, by finding a reasonable threshold
in variable importance. Other reasonable cut-offs could be
considered but the difference in performance would likely be
minor.

We applied 10-fold cross-validation to each of the number of
trees and retained top features using the training set described
in Section V. The success rates are averaged over all SNR.
Figure 5 summarizes the results of using each combination of
Niree aNd pse1. We found that using 800 trees and keeping the
top 68 features yielded the best prediction performance.

2) Prediction: Prediction of a new input signal is made by
traversing down each tree in the RF, and the transmission for-
mat obtained most frequently from these trees is the prediction
made by the RF. Ties are broken uniformly at random.

V. RESULTS AND DISCUSSION

In this section, we compare the AMR performance between
the FBT classifier from [5] and the proposed CT and RF
classifiers, using different feature sets. To this end, we measure
the success rate (SR) of each classifier by applying it on a
new testing data set that was not used for training, and then
recording the proportion of correct predictions obtained by the
different classifiers.

We generate a training data set based on P = 200 values
for each feature per transmission format between SNR from
—32 dB to 16 dB in steps of 2 dB. The testing data set is
generated similarly to training, except P = 1100 is used.

Number of features for initial selection

9 Top 22 (Top31 | Top45 | Top 55 | Top 68 | All

£ |a00 0.6853 | 0.6797 | 0.6846 | 0.6840 | 0.6829 | 0.6854
‘g 600 0.6853 | 0.6822 | 0.6838 | 0.6848 | 0.6854 | 0.6846
'g 800 0.6840 | 0.6819 | 0.6848 | 0.6868 | 0.6874 | 0.6856
2 1000 | 0.6851 | 0.6809 | 0.6865 | 0.6854 | 0.6857 | 0.6858

\ J
I

Cross-validation results

Fig. 5: Cross-validation results from tuning the number of trees
(left most column) and features for selection (top row).

1.00-

o
g
o

Success Rate

Classifiers

Random Forest

= = Classification Tree
Feature-Based Tree

_—

-32 -28 -24 20 -16 -12 -8 -4 8 12 16

SNR (dB)

Fig. 6: SR of each classifier using five features from [5] as a
function of SNR.

To further highlight the robustness of the proposed classi-
fiers to variations of transmission formats due to frequency
errors, we also show results for experiments that include
frequency offsets taken uniformly at random from the range
of [—12.5,+12.5] kHz applied to the intermediate frequency
as described in Section II in both the training and testing data.

A. Experiment One: Applying Features from [5]

In the first experiment, we only use the features from [5]
to train each of the classifiers. Figure 6 shows the SR of each
classifier. We observe notable gains for both RF and CT over
FBT for SNRs ranging from about —15 dB to 1 dB. RF shows
the overall best performance with improvements in SR over
FBT of, for example, 32% and 13% (in absolute difference)
at —5 dB and 0 dB, respectively.

The results for transmission with random frequency offsets
are shown in Figure 7. We observe that they are fairly similar
to those without offsets in Figure 6 and thus they suggest that
the classifiers are robust to such practical impairments.

B. Experiment Two: Applying Additional Features

In the second experiment, we apply RF and CT based on
all the features described in Section III and summarized in
Table 1. The corresponding SR results are shown in Figure 8
along with those of the 5-feature FBT of [5]. Comparing the
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Fig. 7: SR of each classifier using five features from [5] as
a function of SNR. Transmissions with random frequency
offsets.

SR curves for RF and CT from Figures 6 and 8, we note a
significant gain due to the inclusion of the additional features.
The RF and CT classifiers now outperform the FBT classifier
by a large margin on a wide SNR range (from about —25 dB
to 2 dB). Furthermore, the RF classifier achieves best SRs, and
its advantage over the CT is larger (compare with Figure 6).

As expected, all three classifiers obtain SRs of 1/6 when
the SNR is very low (less than —15 dB in Figure 6, less
than —27 dB in Figure 8). Also, note that the CT classifier
does not reach an SR of one even for very high SNRs. One
possible explanation is that its thresholds have been influenced
by the more noisier (low SNR) part of the training data. This
observation is supported by the notable improvements that CT
achieves over FBT at low SNRs (< —2 dB). Finally, note that,
also as expected, all classifiers perform almost perfectly well
for large SNR levels (SNR 2 3 dB). The advantage of our
proposal is most evident for the more challenging situations
of moderate to low SNRs.

The results for the case of random frequency offset are
shown in Figure 9. Here we observe some degradation when
using the extended set of features compared to the results
in Figure 8. The gains compared to FBT are still significant
though, which suggests a favorable robustness of the presented
classifiers to variations from the nominal transmission fre-
quency.

The SR for detecting each transmission format using RF
and all the features from Table I is shown in Figure 10.
Note that BFSKB has a higher SR of detection than the
other modulations, which is expected considering how BFSKB
is modulated at a different intermediate frequency and that
the features with the highest importance consist of mostly
the magnitude spectrum features as shown in Figure 4. It is
also not surprising that BPSK and OQPSK have a similar
probability of detection, since both use phase-shift keying
modulation. The same applies to BFSKA and BFSKR2.

C. Similarity Between CT Fitted with high SNR Data and FBT

Although the structure of the CT is quite different from the
FBT as shown in Figure 2(a), it turns out that fitting the CT
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Fig. 8: SR for RF and CT with all features from Table I and
for FBT with the five features from [5], as a function of SNR.
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Fig. 9: SR for RF and CT with all features from Table I and
for FBT with the five features from [5], as a function of SNR.
Transmissions with random frequency offsets.

with only high SNR (> 1 dB) and the features from [5] results
in a tree that is almost equivalent to the FBT. The CT fit with
SNR > 1 dB is shown in Figure 11. The structure of the
tree at depth two is identical with only minor differences in
threshold values. The nodes highlighted in orange emphasize
the distinctions where mj is chosen before m, for the CT.
Based on the left subtree after splitting by mg, small values
of ms predict OQPSK for both trees. Similarly, small values of
my predict BESK-A and large values of ms predict BESK-B
for both trees.

The reason for this similarity can be explained from the
way the FBT is constructed as shown in Figure 3 in [5]. The
figure shows that each of the thresholds chosen are obtained at
SNR> 4 except for t,,, obtained at a SNR of approximately
—2.5 dB. Indeed, one of the differences in the CT trained with
high SNR corresponds to the feature m,, while the rest of the
nodes in the tree are almost equivalent.

D. Relationship Between SNR and Variable Importance

The level of SNR can also affect the variable importance
of features obtained from the RF algorithm as shown by
Figure 12 which displays the top 15 features in terms of
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Fig. 10: SR of detection for each transmission format using
RF and all the features from Table I.

Fig. 11: Flow chart of CT fit at data with high SNR. Distinc-
tions from the FBT in Figure 2(a) are highlighted in orange.

variable importance obtained from three different SNR ranges:
full range (—32 to 16 dB), low (< —20 dB), and high
(> 1 dB). The top features for the full range SNR are
consistent with the plot in Figure 4 although some features are
not displayed in the plot to reduce visual clutter. Interestingly,
the top 15 features obtained from the full range SNR share
many of the same features from both the high (R[83], ms,
R[136], R[84], YVinaz, M1, 2, R[73], and ms) and low SNR
ranges (R[83], [R136], [R81], [R85], [R82], and [R77]) which
suggests that the RF algorithm is able pick out features that
lead to high predictive power under different scenarios such
as SNR levels. Furthermore, R[83] has the highest importance
regardless of the SNR range used.

E. Complexity Analysis

The price to be paid for the performance gain of a RF is an
increase in computation time and storage requirements. Pre-
dictions using an RF are typically 2 to 3 orders of magnitude
costlier than those obtained from a single tree.

The computational complexity of training a basic imple-
mentation of a CT classifier for 7' training samples and
M features is O(MT log(T')) as described on page 199 of
[25]. The computational cost of training a RF classifier is

Fullrange of SNR  SNR<-20 dB SNR>1dB
1 R[83] R[83] R[83]
2 m3 R[136] ml
3 R[136] R[107] gammaMax
4 R[84] R[81] m3
5 gammaMax R[85] gammaz2
6 ml R[147] R[136]
7 gamma2 R[110] Cll
8 R[139] R[77] m5
9 R[85] R[125] R[84]
10 R[81] R[59] R[73]
11 R[82] R[154] R[132]
12 R[73] R[82] CRR
13 R[89] R[115] R[93]
14 m5 R[135] R[132]
15 R[77] R[150] CRR

Fig. 12: Top 15 features in terms of variable importance
obtained by training the RF at different SNR ranges: full range
(—32 to 16 dB), low (< —20 dB), and high (> 1 dB). The
variables gammaMax and gamma?2 correspond to 7,4, and
T'y, respectively.

O(nyreeniryT log(T')) since the algorithm involves construct-
ing nyree CTs, and each split in the CTs randomly selects
only ny, variables instead of all M variables. It is shown
in Section IV-C that we use 74, = /M. Training an FBT
classifier only costs O(T log(T)), because the features are
selected prior to threshold determination (and sorting a single
feature variable takes O(T log(T")) on average). Therefore, the
CT and RF classifiers require O(M) and O(n¢peeniry) times
more operations to train than an FBT, respectively.

What is more important is the computational cost of pre-
diction, since it is performed every time a signal detection is
required. The computation cost for the FBT is approximately
O(1) evaluations, since the size of the tree is fixed, and
requires at most four comparisons to reach a leaf node (see
Figure 2(a)). The CT classifier with pruning is similar to
the FBT and requires O(1) operations since the tree is also
fixed in terms of depth (see Figure 2(b)). Therefore, both
methods are comparable in cost of prediction. However, the
CT without pruning requires O(log(T")) operations since the
tree is O(log(T")) on average in depth. Thus, a prediction for
RF requires O(npc. log(T)) operations.

Since the number of thresholds depend on the number of
features used to build the FBT, the storage cost is O(1).
Likewise, the CT with pruning often results in a near constant
depth tree regardless of the size of the data set. So, the storage
cost of CT with pruning is O(1), and therefore the storage
requirement of CT is relatively modest. However, the RF
requires O(ny-e.T) in storage requirement as the trees are
not pruned.

Since, especially when the modulation recognition classifier
is run on an integrated device, a good trade-off between
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complexity and performance is paramount, we suggest that
after finding the optimal RF with the training set as described
above, a CT be computed to approximate the RF predictions
on the training set. The predictive performance of such a CT
in our experiment is included in Figure 8 (labeled “CT-Approx
RF”). We observe that its SR is notably better than that of the
pruned CT for a wide range of SNRs, resulting in a much
simpler classifier than the RF with competitive results.

VI. CONCLUSION

In this paper, we apply feature-based classification to AMR
in the European 868 MHz band. We studied the application of
CT and RF classifiers in some detail and our results show a sig-
nificant improvement in transmission-format prediction over a
previously presented FBT. Furthermore, including additional
features in the classifiers notably improves their performance.
Including computational and memory considerations, we sug-
gest that a good trade-off between complexity and performance
is obtained by approximating the optimal RF with a single CT.
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