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Abstract 
 

In the past few years, the study of critical infrastructures and the interdependencies 

amongst them in the context of an emergency situation has become a priority for many 

countries, including Canada. Governments, universities, and private companies all over 

the world are spending vast amounts of money and effort trying to better understand 

how infrastructures and humans react in the time stages before, during, and after a 

disruptive event.  Analyzing complex systems such as those formed by infrastructure 

networks and decision makers is not a simple task and requires a multidisciplinary 

holistic approach. The field of research in infrastructure interdependencies is fairly new, 

and lies in the intersection of areas of knowledge such as emergency management, 

geography, simulation modeling, planning, and safety engineering. 

 

Analyzing interdependencies between infrastructure networks is not only a complex 

problem in terms of its formalization, but also in terms of the intricacy required to test 

and validate that formalization. Furthermore, identifying and having access to the data 

necessary to validate the formal system is probably an even more complicated issue to 

resolve. It is, however, only through the study of these interdependencies that certain 

failures or weaknesses in the systems can be discovered; weaknesses that could not be 

studied through the analysis of a single isolated system. Not only is it a challenging task 

to analyze the interconnections between infrastructure systems, but studying these at 

moments of stress, when the interdependencies become dynamic, is even more difficult. 

In this thesis I explore the intersection between three main themes: Critical 

infrastructure interdependencies, Emergency Management, and Geographical 

Information Systems (GIS). Furthermore, I analyze the different types of 

interdependencies between infrastructure systems, I describe some of the challenges 

that have to be dealt with when modeling interdependencies, and I explore the 

possibility of modeling and visualizing some of these interdependencies by constructing 

an Infrastructure Geographical Information System of the UBC campus. 
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Chapter 1: Introduction 
 

Infrastructure networks, such as power transmission and distribution, gas and water 

distribution, transportation and telecommunications, have become increasingly 

interconnected and interdependent, both physically and logically. The underlying 

susceptibility of these networks to disruptive events is in large part due to the 

increasingly complex pattern of intra/interdependencies, and hierarchies that tie these 

together (Dueñas-Osorio et al., 2005).  

 

The study of critical infrastructure interdependencies is not only a complex problem in 

terms of its formalization, but also in terms of the intricacy required to test and validate 

that formalization. Furthermore, having access to the data necessary to validate the 

formal system is probably an even more complicated issue to resolve. It is, however, 

only through the study of the interdependencies among infrastructure networks that 

certain failures or weaknesses in the systems can be discovered; weaknesses that could 

not be studied through the analysis of a single isolated system. Not only is it a 

complicated task to analyze the interconnections between infrastructure systems, but 

studying these at moments of stress, when the interdependencies become dynamic, is 

even more difficult. Unexpected outcomes occur. By studying the relationships between 

interconnected infrastructures and the way they operate at different stress moments, it is 

 x



possible to come closer to a picture of what could fail or what should be subject to 

attention given a specific emergency scenario.  

 

In the past few years, the study of critical infrastructures and the interdependencies 

among them in the context of an emergency situation has become a priority for many 

countries, including Canada. Governments, universities, and private companies all over 

the world are spending huge amounts of money and effort trying to better understand 

how infrastructures and humans react in the time stages before, during, and after a 

disruptive event. 

 

Interdependencies are not static elements of a system, they are dynamic relationships 

between objects or between objects and humans (Rinaldi, 2001; Robinson, 1998). They 

can change depending on the status of the whole system. In other words, they can 

change depending on the phase of the emergency cycle in which the system is 

functioning (Rinaldi, 2004).  As the behaviour of infrastructures and the roles of the 

decision-makers change according to the stage in the emergency management cycle, it 

is not until the moment of a crisis that most of the organizational (human) 

interdependencies emerge.  It would therefore seem contradictory to try to model 

emergent behaviour if its defining characteristic is that it is unexpected or 

unpredictable. 

 

A great number of these emergent behaviours are a consequence of the relationships 

between the different infrastructures and the people in charge of making decisions 

during an event that perturbs the natural state of things (Rinaldi, 2001; Robinson, 1998). 

Analyzing complex systems such as those formed by infrastructure networks and 

decision makers requires a multidisciplinary holistic approach. The field of research in 

infrastructure interdependencies is fairly new, and lies in the intersection of areas of 

knowledge such as emergency management, geography, simulation modeling, planning, 

and safety engineering. 

 2



 

This thesis is in part the result of the work I have done for the Joint Infrastructure 

Interdependencies Research Programme1 at the University of British Columbia (JIIRP 

at UBC). The JIIRP at UBC is an interdisciplinary project conducted by a team of 

researchers from six departments and funded by the former Public Safety and 

Emergency Preparedness Canada (PSEPC), and the Natural Sciences and Engineering 

Research Council (NSERC). Besides UBC, other five Canadian universities participated 

in this programme. The JIIRP at UBC aims at studying the complex relationships 

between infrastructure networks and the way these behave before and during situations 

of large scale emergencies.  One of its main objectives is to develop “simulation and 

human interaction tools to better coordinate joint actions by various organizations 

before and during situations of large scale emergencies2”.  

 

In this thesis I explore the intersection between three main themes: Critical 

infrastructure interdependencies, Emergency Management, and Geographical 

Information Systems (GIS). The thesis is divided in two components, one theoretical (a 

review of the concepts mentioned above), and one practical (the incorporation of a GIS 

to a larger model of infrastructure interdependencies). The practical component focuses 

on the effect that an earthquake scenario would have on UBC’s infrastructure. 

 

One of the recurrent tools employed by researchers when studying critical 

infrastructures and when trying to simulate and calculate risks and occurrence 

probabilities of different disaster scenarios are GIS. Geospatial information and its 

integration in a robust GIS can play a central role in all stages of emergency 

management. The second chapter of this thesis is devoted to a review of some of the 

uses that are currently given to GIS in the context of the Emergency Management 

Cycle.  I review a set of academic, private and governmental GIS applications, and I 

                                                 
1 http://www.ps-sp.gc.ca/prg/em/jiirp/index-eng.aspx 
2 JIIRP – UBC, http://www.ece.ubc.ca/~jiirp/ 
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classify these according to: a) the phase in the Emergency Management Cycle in which 

they are used, b) the developer of the system(s), and c) the type of emergency modeled. 

Furthermore, I discuss some of the main issues encountered when using GIS for 

Emergency Management. 

 

Through an examination of the available literature in the field of infrastructure 

interdependencies, in the third chapter of this thesis I explore the nature of the different 

types of relationships between infrastructure networks. Moreover, I identify the 

different methodologies used to classify infrastructure dependencies, and the tools that 

can be used to analyze these. I analyze the different objects that need to be considered 

in a multiple infrastructure model, and some of the approaches that can be taken to 

model these. I also touch upon the main data related issues that can be encountered in 

the process of constructing a system that attempts to model multiple infrastructures. 

Finally, I suggest some of the ways in which GIS can be used in the analysis and 

visualization of geospatial, physical, and organizational interdependencies. 

 

To demonstrate the types of infrastructure interdependencies that can be modeled with a 

Geographic Information System, a simplified Infrastructure GIS (I-GIS) of the UBC 

campus was constructed. Putting together, updating, and standardizing the data was a 

long and laborious process.  The construction of the I-GIS and its interaction with other 

systems developed within the JIIRP-UBC group allowed us to illustrate different types 

of infrastructure dependencies. The fourth chapter of this thesis is devoted to: a) 

describing an overall picture of the JIIRP-UBC project by reviewing its structure and 

main objectives, and b) describing the way in which a Geographical Information 

System was incorporated to the overall infrastructure interdependencies model. 

 

There are two approaches that can be taken when studying the interdependencies 

between infrastructure networks: 
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− A top down or integrated approach in which various infrastructure networks are 

modeled in the same system. 

− A bottom-up or coupled approach in which the internal structure of an individual 

infrastructure system is studied, a failure is then simulated within it, and the 

results of that simulation are extended to other individual infrastructure systems 

in order to study the cascading effects (Abdalah, 2006; Pederson et al., 2006). 

 

Choosing one approach over the other has consequences in terms of the level of 

abstraction, the data needed, and the complexity of the model. I touch upon these issues 

in Chapter 4. A combination of both approaches was followed by systems developed 

within the JIIRP-UBC.  The I-GIS followed the second approach.  In Chapter 4 I also 

go through the processes of interviewing, gathering of data, and constructing the I-GIS 

for the UBC campus. I explain how the I-GIS became a central component in the 

functioning of the project as it turned out to be a valuable source of information for 

most of the other modules. Furthermore, I describe the main components of the I-GIS 

and its relationship with other modules in the project.  One of the main areas of 

controversy amongst the different participants in the project was the definition of a 

common ontology. I believe the GIS precisely worked as a common communication 

platform amongst the members of the team. 

 

In the fifth and final chapter, I describe the results obtained from the analyses undertook 

with the I-GIS. I review the way in which the integration of multiple information layers 

in the I-GIS helped the identification and visualization of physical, geospatial, and 

organizational interdependencies at the UBC campus. I give examples of these 

interdependencies. I also define the areas of higher risk on campus, areas where 

multiple infrastructures elements from different networks coexist. I stress the need for a 

culture of information sharing and I try to emphasize on the importance of continuing 

the efforts towards constructing and maintaining a complete Infrastructure GIS that 

centralizes the information on campus. In this final chapter I also explain some of the 
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limitations of the work (the problems encountered when modeling high detail 

infrastructure networks in a GIS) and I describe some desirable steps to be undertaken 

in future research: the automation of the interaction of the I-GIS with other modules in 

the project; the construction of a detailed infrastructure geometric network topology that 

allows for simplified network analyses (e.g., common cause of failure, physical 

dependencies). I also document some of the major obstacles found in the way (e.g., data 

quality issues, data sharing policies, the definition of the minimum or maximum 

common level of detail between infrastructure models, a definition of an ontology). In 

the final section of the thesis, I conclude by sharing some of the lessons I have learnt 

after working in a multi/interdisciplinary project. 
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Chapter 2: Emergency Management and Geographical Information 

Systems 
 

2.1 Abstract 

 

In this second chapter I examine some of the uses that are currently given to Geographic 

Information Systems in the context of the Emergency Management Cycle. I review a set 

of academic, private and governmental GIS applications, and I classify these according 

to: a) the phase in the Emergency Management Cycle in which they are used, b) the 

developer of the system(s), and c) the type of emergency modeled.  

 

2.2 Introduction 

 

One of the recurrent tools employed by researchers when studying critical 

infrastructures and when trying to simulate and calculate risks and occurrence 

probabilities of different disaster scenarios are Geographical Information Systems. 

Geospatial information and its integration in a robust Geographical Information System 

(GIS) can play a central role in all stages of emergency management. In the preparation 

phase, GIS can be used to manage the large volume of data needed for the hazard and 

risk assessment, to plan evacuation routes, to design centers for emergency operations, 

and to integrate satellite data with other relevant data in the design of disaster warning 

systems (Banger, no date).  In the response phase, GIS and other spatial technologies 

(e.g., aerial photography, satellite imagery, GPS) can be used for the immediate 

planning of rescue operations and to effectively and rapidly combine and display large 

amounts of information about the disaster area.  In the recovery and mitigation phases 

GIS can be used to assess the damage, plan reconstruction, and to plan the actions that 

need to be taken to minimize damage in a future emergency. 
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In this chapter I review some of the uses that are currently given to Geographic 

Information Systems in the context of the Emergency Management Cycle. I classify the 

different applications according to the phase in the Emergency Management Cycle in 

which they are used, according to the developer of the system(s) and according to the 

type of emergency modeled. This chapter is divided into 3 main sections: in the first 

section definitions of Emergency Management and Critical Infrastructure are reviewed, 

in the second section an analysis of the uses given to GIS in the different stages of 

Emergency Management is performed, and in the third section a discussion of the main 

issues encountered when using GIS for Emergency Management is presented. 

 

The GIS applications reviewed in this document are a sample of governmental, 

academic and private developments. The characteristics of these systems were drawn 

from the authors’ presentations at conferences or from technical papers. In general, the 

nature of the developer of the application gives, in and of itself, rise to certain 

characteristics of the system, as I will explain later in this section. 

 

2.3 Definition of Critical Infrastructure and the Emergency Management Cycle 

 

2.3.1 Critical Infrastructure 

 

Although there are countless definitions of Critical Infrastructure, here I cite two that 

are complementary and to my viewpoint encapsulate the concept effectively: 

 

a) A functional or applied definition of Critical Infrastructure is given by the 

Government of Canada:  
 

Those physical and information technology facilities, networks and 
assets,  which if disrupted or destroyed would have a serious impact 
on the health, safety, security or economic well-being of Canadians or 
the effective functioning of governments in Canada . (PSEPC) 
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b) A conceptual or theoretical definition is given by Rinaldi et al. (2001, p. 13). They 

define infrastructures as complex adaptive systems:  
 

Complex arrays of interrelated components that are constantly 
changing and being improved. Unexpected behaviours constantly 
arise from the interactions among them. 

 

Taking into consideration these two definitions we can say that the study of 

infrastructures necessarily carries the following issues: 

− Sensitive information is accessed/produced, thus data accessibility and data 

sharing issues are always present 

− The study of infrastructures necessarily involves multiple actors at different 

levels: Academic researchers from different fields of expertise, different 

branches of governments, and private companies. 

− Physical networks are complex. 

− Due to changing and emergent behaviours, it is impossible to model everything 

 

I will review these aspects in more detail below. 

 

2.3.2 Emergency Management 
 

Emergency management consists of different phases —typically categorized as before, 

during, and after the critical event.  Different authors do, however, divide emergency 

management into different stages that can be summarized as follows: 

 

− Mitigation 

− Preparation 

− Response 

− Recovery 
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The United Nation’s International Strategy for Disaster Reduction defines Emergency 

management as: 
 

The organization and management of resources and responsibilities 
for dealing with all aspects of emergencies, in particularly 
preparedness, response and rehabilitation. Emergency management 
involves plans, structures and arrangements established to engage the 
normal endeavours of government, voluntary and private agencies in a 
comprehensive and coordinated way to respond to the whole spectrum 
of emergency needs.3 

 

The different stages in the emergency management cycle (Figure 2.1) are described 

below in detail. 

 

Restoration

Emergency Pre-Impact

Quiescence

Reconstruction

After
Event

Before
Event

Disaster Management Cycle

 
Figure 2.1 - Disaster Management Cycle 

 

 

 
                                                 
3 http://www.unisdr.org/eng/library/lib-terminology-eng%20home.htm 
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2.3.2.1 Mitigation 

 

The mitigation phase aims at reducing the likelihood of disaster occurrence, and/or 

minimizing the effects of disasters that cannot be avoided. Mitigation is a long term 

effort. Some of the measures that are taken in this phase include putting in place 

building codes to prepare buildings for certain types of earthquake, conducting 

infrastructure vulnerability and risk analyses, updating of emergency plans, and 

educating the public. 

 

In this phase the political linkages between the local, provincial and federal 

governments should be developed. It is crucial to have a common language between the 

different levels of government involved. A successful mitigation phase will also depend 

upon the quality and availability of information on infrastructure, potential hazards, and 

the participants involved in the emergency cycle.  

 

2.3.2.2 Preparation  

 

In the emergency preparation phase, a specific disaster scenario is often targeted. The 

measures that should be taken in this phase could be described as logistics readiness to 

face the disaster situation. Preparation is an activity taken in advance of an emergency. 

The response tools, methods and procedures should be tested, and simulations 

conducted. In the preparation phase, the analysis of the strategic reserves (e.g., food, 

emergency equipment, water, medicines) that are needed to face the different scenarios 

is conducted. Warning systems are also developed and tested in this stage. 

 

During the preparedness phase the different levels of government and other involved 

actors (Red Cross, civil organizations) develop plans to minimize human losses. Some 

additional measures that need to be taken are: 
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− Conducting emergency exercises/training - evacuations routes 

− Putting in place warning systems 

− Developing emergency communications systems 

− Preparing reserve inventories 

− Developing emergency personnel/contact lists 

− Establishing public information systems 

− Training  

 

The preparation phase also relies on the coordination of efforts at the different levels of 

government. It also depends upon how accessible the information on hazards, risks, and 

the measures to be taken, is to the governmental agencies, non-governmental 

organizations and the general public.  

 

2.3.2.3 Response 

 

The disaster has hit. Response is any action taken immediately before, during, or after 

an emergency occurs to save lives, minimize damage to property, and enhance the 

effectiveness of recovery. During an emergency response, the goal is to make available 

immediate aid to save lives and improve the conditions of the people affected.  

 

Creating temporary shelters, transporting displaced people, supplying food, water, and 

medicines, and transporting emergency personnel are some of the activities in this 

phase. Other response measures include4: 

 

− Activating the Emergency Operating Center  

− Emergency Alert System Activation  

− Emergency Public Information  

                                                 
4 http://www.hampton.va.us/eoc/em_cycle.html and http://www.fema.gov/plan/index.shtm 
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− Incident Command 

− Public Official Alerting  

− Shelter / Evacuation  

− Search and Rescue  

− Resource Mobilization  

− Mass Care 

 

2.3.2.4 Recovery 

 

The recovery phase is divided into short-term activities to repair vital life-support 

systems and long-term activities to return life to normal. There is no clear point at 

which immediate relief or response changes into short term recovery and then into long-

term recovery. Recovery activities continue until everything returns to normality. Some 

of the measures taken in this phase include5:  

 

− Public Information  

− Damage Assessment  

− Debris Clearance  

− Decontamination  

− Disaster Assistance Centers  

− Crisis Counseling  

− Disaster Insurance Centers  

− Disaster Insurance Payments  

− Disaster Loans and Grants  

− Disaster Unemployment Assistance  

− Reconstruction  

− Temporary Housing Reassessment of Emergency Plans 

                                                 
5 http://www.hampton.va.us/eoc/em_cycle.html 
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2.4 GIS in the different phases of The Emergency Management Cycle 

 

Geographical Information Systems provide the best method to 
efficiently support emergency management information needs. 
Emergency crisis events will impact more than people and facilities; 
they have an impact on the environment, agricultural crops, livestock, 
ocean food stocks, and economic dislocation of communities. GIS 
provides the means fore widely organizational and governmental 
agencies to participate in the full range of emergency management 
activities at all levels of government. - Roy C. Price, past president of 
National Emergency Management Association (U.S.), in Greene 
(2002, p. x) 

 

In this section I review some of the applications given to GIS in each of the Emergency 

Management phases described above. 

 

2.4.1 GIS and Mitigation 

 

The main applications given to GIS in the mitigation phase include: 

 

− Hazard assessment: fire, landslide, earthquake, flooding (characteristics of the 

environment that could trigger an emergency situation) 

− Risk/damage assessment: economic, human, social consequences 

− Development of Decision Support Systems (DSS): improve strategies to 

minimize damage 

 

The following are three examples of tools developed for use in the mitigation phase of 

the Emergency Management cycle: 
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a) HAZUS6- HAZUS is the Federal Emergency Management Agency’s (FEMA) main 

risk assessment software program. It is mainly used to estimate potential losses from 

floods, hurricane winds and earthquakes. The software is a combination of various 

modules that allow the production of estimates of hazard related damage at different 

levels of detail, depending on the user’s needs and the quality of the input data. HAZUS 

can be obtained for free. The software enables you to estimate damage in three different 

categories: 

 

− Physical damage: damage to residential and commercial buildings, schools, 

critical facilities, and infrastructure 

− Economic loss: lost jobs, business interruptions, repair and reconstruction costs 

− Social impacts: impacts to people, including requirements for shelters and 

medical aid 

 

HAZUS is divided in three main components: The Loss Estimation Earthquake Model, 

the Hurricane Wind Model, and the Loss Estimation Flood Model. I will briefly 

describe the functionality of these three modules. 

 

i) The Loss Estimation Earthquake Model incorporates information about building 

stock, local geology and the location and size of potential earthquakes in conjunction 

with economic data to estimate losses from a potential earthquake. HAZUS uses 

ArcGIS to map and display ground shaking, the pattern of building damage, and 

demographic information. Once the location and size of a hypothetical earthquake is 

identified, HAZUS will give estimates of the following variables: 

 

− Ground shaking  

− The number of buildings damaged  

− The number of casualties  
                                                 
6 http://www.fema.gov/hazus/hz_index.shtm 
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− The amount of damage to transportation systems  

− Disruption to the electrical and water utilities  

− The number of people displaced from their homes  

− Estimated cost of repairing projected damage and other effects  

 

ii) The Hurricane Wind Model was developed for communities in Atlantic and Gulf 

coast regions of the U.S. and Hawaii. The current version of this module can estimate 

potential damage to residential, commercial, and industrial buildings. It also allows 

users to estimate direct economic losses. This module is currently being updated to 

enable to estimate indirect economic losses and impacts to lifelines. 

 

According to FEMA’s website, the new model will incorporate in its analysis variables 

such as wind pressure, windborne debris, surge and waves, atmospheric pressure 

change, duration/fatigue, and rain. Some of the model’s characteristics include: 

 

− A building classification system that depends on the characteristics of the 

building envelope and building frame 

− The capability to compute damage based on building classes and the effects of 

rain and progressive failure 

− The capability to compute damage to contents and building interior 

− The capability to estimate tree blow down and structure debris quantities 

− Loss estimates that include direct and indirect economic loss, shelter 

requirements, and casualties 

 

iii) The flood loss estimation flood model is organized in two sub-modules: flood hazard 

analysis and flood loss estimation analysis. The flood hazard analysis module uses 

variables, such as frequency, discharge, and ground elevation, to estimate flood depth, 

flood elevation, and flow velocity. The flood loss estimation module calculates physical 
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damage and economic loss from the results of the hazard analysis. The results are 

displayed in a series of reports and maps. 

 

In addition to the three modules described above, HAZUS contains an interface that 

allows the user to construct building databases to perform detailed analyses that cannot 

be done with the infrastructure information contained in the software. 

 

 

 

 

 

 

 

 

Types of disasters considered: Natural disasters – earthquake, flood, hurricane winds  

Developer: FEMA under contract with the National Institute of Building Sciences (non 

profit organization) 

Data bases incorporated: Infrastructure databases from the entire US,  

Technology: Simulators use ArcGIS 9.0; the Spatial Analyst extension is required for 

the Flood Model. 

b) Geo-spatial system for natural hazard assessment studies in Switzerland7- An 

ambitious project is being developed by the Research Network on Natural Hazards at 

ETH Zurich (HazNETH). HazNETH is an entirely academic and interdisciplinary 

effort. The network is formed by a group of professors and doctoral students with 

expertise in Atmospheric physics, Climatology, Hydrology, Hydraulic engineering, 

Water management, Risk engineering, Construction engineering, Forest engineering, 

Engineering geology, Geotechnics, Seismology, Geodynamics, Geodesy, Cartography, 

Environmental social sciences and Economics. 

 

It is an ongoing project that delivered its first results in 2005. One of the deliverables 

was a geo-spatial hazard and risk information system for an alpine valley in 

Switzerland. The product contains graphical and numerical geo-spatial data, aerial and 

satellite images. The software outputs a hazard analysis and displays it on portal. 

 

                                                 
7 www.hazneth.ethz.ch 
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Figure 2.2 - Geo-Spatial System for Natural Hazard Assessment 

 

Types of disasters considered: Landslides, natural dam collapse, debris flows  

Developer: Research Network on Natural Hazards at ETH Zurich 

Data bases incorporated: DEM, geology, soil, hydrology, meteorology, topography, 

vegetation 

Technology: Arc GIS, Arc SDE, Arc IMS 
 

 

c) Community Vulnerability Assessment Tool – New Hanover County (North 

Carolina)8- This project proposes a methodology to help communities to reduce 

vulnerability to different hazards. The tool helps the emergency managers to conduct a 

community-wide vulnerability assessment. The software takes the user through the 

                                                 
8 http://www.csc.noaa.gov/products/nchaz/htm/step1.htm 
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process of analyzing physical, social, economic, and environmental vulnerabilities at 

the community level. 

 

New Hanover County was selected by FEMA as part of a group of seven communities 

for a pilot study: the Project Impact Initiative. The project is a long-range hazard 

mitigation planning effort that included the development of a community vulnerability 

assessment. 

 

Types of disasters considered: Natural disasters defined by the user 

Developer: FEMA, New Hanover County, Coastal Services and Atmospheric 

Administration 

Data bases incorporated: Previous earthquakes, erosion, floods, soils, wind, critical facilities 

(critical buildings + transportation and utility services), marinas, storage sites, demographic 

databases  
 

2.4.2 GIS and Preparedness 

 

GIS is mainly used in the preparedness phase to address the following topics: 

 

− Design of evacuation routes 

− Simulation of emergencies and human reaction 

− Designing and setting a probable location of centers for emergency operations 

− Integration of satellite imagery with other relevant data in the design of disaster 

warning systems 

 

In this section I describe two Geographic Information Systems developed for use in the 

preparedness phase of the emergency management cycle: 
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a) CATS: Consequences Assessment Tool Set- CATS was originally developed in 1996 

and has been maintained and updated since. Its main focus is prediction of damage and 

analysis of consequences from natural and human caused disasters. The U.S. Defense 

Threat Reduction Agency (DTRA), and the U.S. Federal Emergency Management 

Agency (FEMA) hired Science Applications International Corporation (SAIC) to 

develop the application. The application works with ESRI’s GIS. 

 

CATS is composed of hazard, casualty, and damage estimation modules that can be 

used to approximate and analyze effects due to natural phenomena (e.g., hurricanes and 

earthquakes) and technological disasters (e.g., terrorist events and industrial mishaps). 

The software graphically displays geographical areas of damage, risk probabilities, and 

an estimated number of victims. According to the software’s website, it is widely used 

in military and civil emergency management communities in the U.S. and worldwide9. 

It emphasizes the calculation and analysis of consequences and their impact on post-

event resource requirements. Once spatial and temporal variables of hazard effects are 

determined, CATS converts these into probabilities of casualties and damage.  

 

The GIS component of the system takes these probability distributions and, using 

appropriate databases, comes up with numbers of people affected (both fatalities and 

injuries), properties damaged, and amounts of resources required to mitigate the 

destruction. 

 

 

 

 

 

 

 

                                                 
9 http://www.saic.com/products/simulation/cats/cats.html 

Types of disasters considered: Hurricanes, earthquakes, hazardous materials emergencies, 

terrorism (bombs, biological weapons) 

Developer: SAIC (Science Applications International Corporation), a private company hired 

by FEMA and by the US Defense Threat Reduction Agency (DTRA) 

Data bases incorporated: Real-time weather data bases, population data base, infrastructure 

data bases (approximately 160 data bases) 

Technology: Stand alone, requires ArcGIS 9 with Spatial Analyst 
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The application is available to Federal, State, and local government emergency response 

organizations in the United States. 

 

 
Figure 2.3 - CATS - Estimation of Toxic Substance Propagation Using Real Time 

Weather Forecast 

 

b) GeoServNet: A 3D web based model of the Santa Barbara Airport (Abdalla, 2004)- 

The application was developed at the GeoICT Lab, Center for Research in Earth and 

Space Science, York University. It is a software application developed to visualize in 

3D a particular area. A test scenario was created to simulate emergency response and to 

test emergency preparedness level. The software can be used both in the preparation and 

response phases.  

 

In the emergency scenario, a high jacked plane with explosion risk is ordered to land in 

Santa Barbara Airport. The model can then help disaster mangers to explore the level of 

danger, and which terminals, buildings, and other infrastructures would be affected if an 
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explosion occurs. The software integrates shape files, LIDAR imagery and a digital 

elevation models to construct the 3D view. 

 
Figure 2.4 - 3D Model of the Santa Barbara Airport Runway and Buildings (Abdalla, 

2004) 

 

This tool is useful for very specific disaster scenarios. It highly depends on the quality 

and availability of information and, as with any 3D application, it is computer intensive. 

The application would be difficult to adapt to a new scenario at the time of an 

emergency. 

 

Types of disasters considered: Man-made 

Developer:  GeoICT Lab, Center for Research in Earth and Space Science, York University 

Data bases incorporated: LIDAR imagery, DEM of the area, infrastructure data bases 
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2.4.3 GIS and Response 

 

Decision making during emergencies requires the rapid integration of complete and 

accurate data that drive user-friendly decision-support tools (NCRST). In the response 

phase, GIS can be used for the immediate planning of rescue operations and to 

effectively and rapidly combine and display large amounts of information about the 

disaster area. The following software tools represent a set of Geographic Information 

Systems developed for use in the response phase: 

 

a) An Internet GIS prototype for emergency response (Herold et al., 2005)- This 

application is currently being developed at the Laboratory for Applied Geomatics and 

GI Science, Geography Department, University of Ottawa. It is a collaboration effort 

between the laboratory and DM Solutions Group Inc. Its purpose is to be implemented 

in developing countries where access to other type of GIS technology is expensive. The 

tool is based in Open Source Map Server Technology and Open Geospatial Consortium 

Standards. It is intended to function as a central repository of information during the 

response phase.  

 

“Spatial reporting” is a characteristic feature of this application: the software’s spatial 

data bases can be remotely updated at the time of the disaster by different users. The 

prototype system has an interesting characteristic – it concentrates the information in a 

powerful server that can be accessed from a remote location. Using a server diminishes 

the load put on the user’s computer. The mapping engine is server-side. No software is 

needed on the client’s side, an internet browser is enough to display the maps. Although 

this is an interesting feature, this makes the software highly dependent upon a 

functioning internet infrastructure in the moments after the disaster. 
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Types of disasters considered: All natural disasters 

Developer: Laboratory for Applied Geomatics, Geography Department, University of 

Ottawa – DM Solutions Group Inc.  

Data bases incorporated: Not specified 

Technology: Client-server 

 

b) GIS-Based Spatial Decision Support System (SDSS) for Emergency Services: 

London’s King’s Cross Redevelopment10- This project is being developed by the Center 

for Advanced Spatial Analysis at the University College London. It involves the 

development of a Geographical Information System (GIS) and a spatial decision 

support system (SDSS) to contribute to emergency services preparedness of a major 

disaster within London’s King’s Cross redevelopment. The system targets a relatively 

small area. It combines a GIS with an evacuation model that incorporates a pedestrian 

simulation and the route optimization tool in ArcGIS’ Network Analyst. The system is 

composed mainly of the following modules (Castle, 2005): 

 

1. An evacuation model, which incorporates current social systems, and network 

and infrastructure systems consisting of the required dynamic analysis and 

decision modeling components. 

2. A GIS component, which includes the spatial database and geographical 

analytical tools. 

3. An integration link interface, which consists of mechanisms developed for 

dynamic communication and data and information exchange between the GIS 

and evacuation model. 

4. A user interface, which displays the current state of the evacuation process and 

allows the user to request information or run the simulation. 

 

                                                 
10 Project’s website: http://www.casa.ucl.ac.uk/kxsdsses/ 
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The system is designed to provide help during the first 24 hours after an emergency 

event. Its main objectives are to give estimates of the best routes to evacuate, the best 

place to locate a temporary medical facility, the number of patients that will need to be 

treated onsite and outside the study area, the number of ambulances, and other 

transportation options for the evacuation. 

 

 

 

 

 

 

Types of disasters considered: Mainly man-made disasters 

Developer: Center for Advanced Spatial Analysis, University College London 

Data bases incorporated: Not specified 

Technology: Network Analyst in ArcGIS, Pedestrian Simulator, stand alone application  

2.4.4 GIS and Recovery 

 

The recovery phase involves two periods, one in the short-term and the second in the 

long-term. In the short-term the vital systems are re-established to normality so that the 

affected population can cover its essential survivability needs. Temporary shelter, food 

and water, medicines, and fuel are some of the main needs that need to be covered as 

soon as possible. The main power and water supplies are restored, and the debris 

clearing process begins. In this short term phase GIS can be used to assess the damage, 

plan the reconstruction, estimate the amount of debris that need to be cleared, etc. 

 

The long term period can take years; it concludes when the damage is no longer 

apparent and the reconstruction process is finished. In this second stage, GIS tools can 

be used as a cost estimator for the different reconstruction options. The activities and 

applications in this final stage of the emergency management cycle resemble the ones in 

the initial mitigation stage. The following are two examples of GIS tools used in the 

recovery phase: 
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a) Disaster Assistance Response Recovery Technology (DARRT)11- This application, 

designed by Dewberry, a private company, is a technology solution for decision makers 

and planners in the recovery phase of a disaster. DARRT makes use of GIS technology 

and can also provide analysis and visualization in other phases of the disaster cycle: 

prevention, management, and response. DARRT can be integrated with a hand-held 

computer and GPS to input damage information in the field and determine the location 

of events, and can be upgraded with additional applications such as modeling software 

packages. DARRT can be run using different ESRI-based software (standalone, server-

based, and web-based), which allows it to suit different needs and interests. DARRT 

was developed to particularly help in the recovery activities occurring immediately after 

a disaster strikes, by: 

 

− Predicting debris quantities for hurricane, flood, tornado, and bomb blast 

− Managing debris load ticket information 

− Displaying critical facilities 

− Tracking disaster event incidents 

 

The software has been implemented in Palm Beach County, Florida, and Hoory County, 

South Carolina. 

 
Types of disasters considered: oriented towards natural disasters 

Developer: Dewberry 

Data bases incorporated: buildings, infrastructure 

Technology: uses ESRI products 

 

 

 

 

 

 

 

 
                                                 
11 http://www.dewberry.com/mitigation.asp?id=626 
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b) The case of hurricane Katrina- 

 

 
Figure 2.5 - Flooded Areas near New Orleans12  

 

Many GIS applications were used during the days, weeks and months after the 

hurricane Katrina hit the US. A large number of GIS users from all over the US and 

other countries volunteered to help in the recovery efforts. I will briefly mention some 

of the GIS applications or development companies that were put together during the 

short term recovery phase: 

 

− Tele Atlas: A digital map database of the U.S. road network 

(www.teleatlas.com) 

− Intermap: Satellite imagery, DEM (http://www.intermap.com/) 

− HAZUS: Wind and flood modeling 

− Mississippi Automated Resource Information System (MARIS), 

(http://www.maris.state.ms.us) 

                                                 
12 www.intermap.com 
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Figure 2.6 - Bus where Different GIS Applications were used to Produce Maps 

 

2.4.5 Summary 

 

Table 2.1 shows a summary of the reviewed applications: 
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Table 2.1 - GIS Emergency Management Applications 
GIS Application Developer/User Main Use Data Bases Used 

HAZUS Federal Emergency 

Management Agency’s 

(FEMA) 

Mainly used to estimate 

potential losses from 

floods, hurricane winds 

and earthquakes 

Infrastructure networks 

(water, gas, electricity, 

buildings, critical 

facilieites) from the 

entire US, Wind, 

Geoglogy, Census. 

Geo-spatial system 

for natural hazard 

assessment studies in 

Switzerland 

Research Network on 

Natural Hazards at ETH 

Zurich (HazNETH) 

Geo-spatial hazard and 

risk information system 

for an alpine valley in 

Switzerland 

Digital Elevation 

Model, geology, soil, 

hydrology, meteorology, 

topography, vegetation. 

Community 

Vulnerability 

Assessment Tool – 

New Hanover County 

(North Carolina) 

FEMA, New Hanover 

County, Coastal Services 

and Atmospheric 

Administration 

Hurricanes, Floods previous earthquakes, 

erosion, floods, soils, 

wind, critical facilities 

(critical buildings + 

transportation and utility 

services), marinas, 

storage sites, 

demographic databases 

CATS: Consequences 

Assessment Tool Set 

SAIC (Science 

Applications International 

Corporation), a private 

company hired by FEMA 

and by the US Defense 

Threat Reduction Agency 

(DTRA) 

Hurricanes, 

earthquakes, hazardous 

materials emergencies, 

terrorism (bombs, 

biological weapons) 

real-time weather data 

bases, population data 

base, infrastructure data 

bases (approximately 

160 data bases) 

GeoServNet: A 3D 

web based model of 

the Santa Barbara 

Airport 

GeoICT Lab, Center for 

Research in Earth and 

Space Science, York 

University 

Terrorism LIDAR imagery, DEM 

of the area, 

infrastructure data bases 
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GIS Application Developer/User Main Use Data Bases Used 

An Internet GIS 

prototype for 

emergency response 

Laboratory for Applied 

Geomatics and GI 

Science, Geography 

Department, University of 

Ottawa 

All natural disasters N/A 

GIS-Based Spatial 

Decision Support 

System (SDSS) for 

Emergency Services: 

London’s King’s 

Cross Redevelopment 

Center for Advanced 

Spatial Analysis, 

University College 

London 

Terrorism N/A 

Disaster Assistance 

Response Recovery 

Technology (DARRT) 

Dewberry (private 

development) 

Natural disasters Buildings, infrastructure 

networks 

 

 

2.5 Issues with Spatial Information and Emergency Management 

 

As we saw in the previous sections, significant effort is being made to develop 

applications for emergency management. Many local and regional authorities are 

developing geographic information systems, spatial decision support systems and other 

similar tools in order to improve local disaster response and management capacity. 

Although such systems are useful, it is not uncommon that they lack interoperability, 

and they require substantial GIS/technical knowledge through each of the design, 

development and implementation stages. Moreover, their creation and maintenance 

requires significant human and financial resources, and frequently access to information 

derived from such systems is very limited during a disaster (Herold et al., 2005). 

 

Even though spatial data can be very helpful during the different phases of disaster 

management, there are always a wide variety of obstacles in the collection, access, 
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dissemination, and usage of the data. These obstacles become even more evident in the 

disaster response phase when time becomes a primary factor (Mansourian et al., 2006). 

 

In this section I describe some of the most common issues found in the processes of 

acquisition and manipulation of spatial data and in the development of GIS applications 

for the different phases of the Emergency Management cycle. 

 

2.5.1 Access to Spatial Data 

 

The study of infrastructures and their behaviour in the case of an emergency necessarily 

involves multiple actors from different organizations: Academic researchers from 

different fields of expertise, different branches of governments, and multiple private 

companies. Within these organizations there are also different levels of actors involved: 

the users of the information, the administrators, and the political decision makers. 

 

Most often there are conflicting interests between and even within the different 

organizations. There are thus many obstacles in the process of acquisition of spatial 

data. Data accessibility is one of the major issues when dealing with emergency 

management (Greene, 2002; Radke et al., 2000). Before any process of information 

sharing is undertaken, it is essential that the political actors involved come to an 

agreement that ensures collaboration. Once a political agreement has been reached, it is 

also crucial that, on the information operators’ side, a clear language and specific 

information gathering processes are defined.  

 

Emergency Management and Critical Infrastructure Protection are relatively new 

research fields that are evolving at a rapid pace; the technical jargon used in the field 

can have multiple uses and interpretations. It is important to define or follow previously 

developed standards in the information sharing processes (Rajabifard et al., 1999). It is 

also important to define a common technical lexicon that anybody in the development 
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of the project can refer to. The main issues related to the information flows in a GIS for 

EM can be summarized into two categories:  

 

− Political/cultural issues: Information sharing policies among private 

corporations and different levels of government, information property issues, 

sensitivity of information, unwillingness to share or disclose known weaknesses 

− Technical Issues: Metadata standards, Information and system compatibility 

 

2.5.2 Distributed vs. Concentrated GIS  

 

The most effective disaster management systems are those built on an 
enterprise, or centralized, basis. An enterprise GIS solution–in which 
all agencies have access to a centralized base of geographic data 
layers–leverages the public’s already considerable investment in data 
by reducing redundancy in both data and processing (Greene, 2002, p. 
xiii). 

 

There is a general consensus about the nature of the GIS applications used for 

emergency management. It is important that information be concentrated in one single 

place with a strict control of the data base versions. This does not mean that redundancy 

must be lost, but it is important that an application be capable of running with a minimal 

dependence upon external sources (e.g., systems designed to run on thin clients); this is 

especially essential in the response phase. Integration of information in a robust 

information system for Emergency Management obviously requires inter and intra-

institutional coordination. There are, nonetheless, two opposed conceptions in the 

development of GIS for Emergency Management: a central governmental approach that 

will set the standards that any development should follow, and a more open approach, 

generally used in the academic projects. It is worthwhile mentioning that amongst the 

tools reviewed, there is a heavy reliance on commercial software such as ESRI’s 

products. 
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2.5.3 High Dependence upon Qualified Human Resources 

 

One of the recurrent issues when dealing with complex systems that simulate 

emergency scenarios is the need for qualified personnel to manipulate them. Some of 

the solutions presented in the previous section approach this problem by concentrating 

all the analysis functions in a server and offering a simple user interface accessible via a 

common web browser. The disadvantage of these solutions is that they rely heavily in 

the existence of a functioning communication network to access the internet and, 

furthermore, these systems limit the capacity of a more experienced user, they are static 

systems in the sense that they can not be enhanced by an interaction with the user. 

Another way of approaching the problem is to consider these human resources as 

critical in the construction of the emergency plans.  

 

2.2.4 Complexity in the Construction and Conceptualization of a System 

 

The development of information systems for any of the phases of the emergency 

management cycle imply different levels of complexity:  

 

− Complexity of the natural phenomena that will be modeled 

− Complexity of the human behaviour 

− Complexity of the physical networks 

− Complexity of the interrelations between the physical networks 

− Changing and emergent behaviours (Rinaldi et al., 2001), the impossibility to 

model everything 

− Differences in the conceptualization of the problem by the members of the 

interdisciplinary development teams 

 

All the developments reviewed above deal with more than one (if not all) of the issues 

listed here. Note, however, that the complexity of the problem is reduced once an area 
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of study is defined. An integrated tool designed to envisage a vast number of emergency 

scenarios at a national level that includes both infrastructure and human behaviour 

simulators does not exist at this point and is not likely feasible. I must point out 

however, that Hazus approaches this at a regional level, but does not simulate human 

behaviour. 

 

2.6 Conclusions 

 

In this chapter I reviewed different GIS applications in the context of the Emergency 

Management Cycle and highlighted some of the issues that are common to all 

developments. Some solutions are designed to cover a wide variety of infrastructures 

and emergency scenarios, while others focus on specific cases and specific scenarios. 

Broadly, there are two approaches to the study of emergency events and their effects in 

people and infrastructures: ontological and case based. 

 

Most ontological projects are long term (3-5 years) and are generally supported by 

different levels of governments. The endorsement and participation of the government 

is very important for these type of projects, especially with respect to the need to 

supervise and stimulate (if not enforce) the information sharing processes. Shorter 

projects are typically developed by research institutes or universities with fewer 

resources. These smaller, case-based projects are generally oriented towards the use of 

open source tools and internet mapping to tackle local problems. As I discussed in the 

last section, there appear to be recurring issues that are reported as problematic in all of 

these projects. 

 

I believe that it is not realistic to try to protect all critical infrastructures and all people 

from all disasters possible; disaster managers can adopt informed strategies in order to 

effectively reduce the impact of disasters. These strategies include pre-disaster 
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preparedness, emergency response, disaster recovery and long-term mitigation 

activities. 

 

The goals of critical infrastructure protection are more realistically set to minimize the 

consequences of a disaster through timely event notification, information-driven 

responses, prepared first responders and citizen pre-planned and rehearsed contingency 

activities (NCRST). Geographical Information Systems are crucial in each and every 

one of these phases. Real and recent examples of their value are evident: the fires in 

Kelowna (Entwistle, 2003), the Katrina hurricane, the Tsunami in Sri Lanka. However, 

efforts are needed to homogenize concepts and define standards for information sharing, 

and to define policies to increase the participation of all actors: government, 

researchers, and private companies. A culture towards the deregulation and 

globalization of the use of information is needed. This thesis falls within the intersection 

of two main areas of research–emergency management and critical infrastructure 

protection. In the following chapter I review some of the concepts and modeling 

approaches associated with the infrastructure interdependencies field. 
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Chapter 3: Infrastructure Interdependencies: A Review of Concepts 

and Modeling Approaches 
 

3.1 Abstract 

 

Through an examination of the available literature in the field of infrastructure 

interdependencies I explore the nature of the different types of relationships between 

infrastructure networks. In particular, I focus on the physical and geographical 

relationships between infrastructure networks, and identify the different methodologies 

used to classify infrastructure dependencies, and the tools and approaches that have 

been used to model these dependencies. I also give some examples of the dependencies 

that can be analyzed using a Geographical Information System. 

 

3.2 Introduction  

 

Infrastructure networks, such as power transmission and distribution, gas and water 

distribution, transportation and telecommunications, have become increasingly 

interconnected and interdependent, both physically and logically. The underlying 

susceptibility of these networks to disruptive events is in large part due to the 

increasingly complex pattern of intra/interdependencies, and hierarchies that tie these 

together (Dueñas-Osorio, et al., 2007; Haimes, 2005).  

 

The study of these dependencies is not only a complex problem in terms of its nature 

(i.e., the difficulty of formalization) but also in terms of the intricacy required to test 

and validate the formalization of those dependencies. Furthermore, having access to the 

data necessary to validate the formal system is probably an even more complicated 

issue to resolve. It is, however, only through the study of the interdependencies among 

infrastructure networks that certain failures or weaknesses in the systems can be 
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discovered; weaknesses that could not be studied through the analysis of a single 

isolated system. 

 

As mentioned  in Chapter 1, not only is it a complicated task to analyze the 

interconnections between infrastructure systems, but studying these at moments of 

stress, when the interdependencies become dynamic, is even more difficult. Unexpected 

outcomes occur. By studying the relationships between interconnected infrastructures 

and the way they operate at different stress moments, it is possible to come closer to a 

picture of what could fail or what should be subject to attention given a specific 

disruptive event. In this chapter I analyze the different types of interdependencies 

between infrastructure systems, describe some of the challenges that have to be dealt 

with when modeling interdependencies between infrastructure systems, and finally 

explore the possibility of modeling and visualizing some of these interdependencies 

with a Geographic Information System. 

 

3.3 Infrastructure Interdependencies Taxonomy  

 

Infrastructures are socio-technical systems–they have a physical or material component 

and a human component. Interactions between humans and objects are a necessary 

element of such systems. Rinaldi (2004) describes the different interdependencies 

between infrastructure networks according to the elements their state depends upon: 

 

− Physical interdependency: the state of one infrastructure depends upon the 

material output from another 

− Cyber interdependency: the state of one infrastructure depends upon information 

transmitted through the information infrastructure 

− Geographical interdependency: several infrastructures’ states are modified by a 

local event 
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− Logical interdependency: a policy, legal or any other sort of regulatory regime 

that gives rise to a logical dependency 

 

A description from a different perspective is proposed by Dudenhoffer et al. (2006): 

 

− Physical: The relationship is defined by supply/consumption/production of an 

asset 

− Informational: Infrastructures rely upon information transmitted from one to 

another 

− Geospatial: Infrastructures are located within the same defined space 

− Policy: a binding of infrastructure components due to policy or high level 

decisions 

 

A summary of the different methods used to classify infrastructure interdependencies 

according to the criteria used to define the relationship between infrastructure networks 

is presented below (Table 3.1). 

 

Table 3.1 - Interdependencies Taxonomy 
Relationship Defining Criteria  Dependency Instances 

Nature of the involved entities Human – Object (Physical network) 

Object – Object 

Human – Human 

Direction of the relationship Unidirectional 

Bidirectional 

Nature of the relationship (what is shared 

between the involved entities) 

- Information (a flow of information is the link between 

entities) 

- Physical (an element produced by one is consumed by the 

other) 

- Geographical (both entities share the same location) 

- Organizational/human/societal (established policies and 

procedures within organizations) 
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Relationship Defining Criteria  Dependency Instances 

Nature of the involved entities Human – Object (Physical network) 

Object – Object 

Human – Human 

State of the relationship Static (no variation before, during, or after a disruptive 

event) 

Dynamic (behaves differently according to circumstances) 

Type of failure if disrupted Cascading failure in associated entities 

Escalating failure 

Common origin 

 

 

Different examples of infrastructure networks dependencies are presented in Figure 3.1. 

 

 
Figure 3.1 - Infrastructure Interdependencies (Wimbish & Sterling, 2003) 
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3.4 Static vs. Dynamic Interdependencies 

 

Interdependencies are not static. They are dynamic relationships between objects or 

between objects and humans: they can change depending on the status of the whole 

system. Infrastructure interdependencies can be viewed as complex adaptive systems, 

with emergent properties that can only be discerned by studying the system interactions 

in aggregate (Chang et al., 2007; Thomas et al., 2003; Hollman et al., 2007). 

 

Three of the four categories of interdependencies proposed by Rinaldi (2004) can be 

seen as dynamic: the physical, logical, and cyber interdependencies. The dimension of 

each one of these interdependencies can vary if the whole system is stressed. For 

example, the physical link between an electrical substation and a water pump can 

change (if power is redirected through an alternative circuit); the electrical substation 

could distribute a different amount of power at different moments of stress (before, 

during, or after an event that affects the system). Or, the information (cyber) 

interdependency that exists between a telecommunications network and an emergency 

crew would change if the crew switches from one communication technology to another 

in the case of an emergency (e.g., cell phones to internet to radio). 

 

Both the behaviour of infrastructures and the roles of the decision makers change 

according to the stage in the emergency. I suggest that most of the emergent 

interdependencies that are not apparent until the moment of a crisis are human 

interdependencies. The identification of human interdependencies is perhaps the most 

difficult aspect in terms of discovery, mapping, and validation. Identifying a 

multicultural response and the duration of impacts on a society is challenging. The 

impact of fictitious events can be speculated, but drawing inferences to unforeseen and 

rare events relative to the other infrastructure sectors is a challenging area of research 

(Pederson et al., 2006). On the other hand, geographical interdependencies can be seen 

as static; in the time window of a disruptive event these do not change. 
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3.5 Methods to Analyze/Simulate the Different Types of Interdependencies 

 

There are four clear objects of study when dealing with infrastructure interdependencies 

(Figure 3.2): 

 

− The infrastructure network and its internal structure and state 

− The relationship between one infrastructure and another (the interdependency) 

− An internal event that triggers an abnormal state in one infrastructure network 

− An external event that triggers an abnormal state in one or more infrastructure 

networks 

Figure 3.2 - The Four Objects of Study 

Water Network

Emergency
Services

Hospital

Fire trucks

Emergency shelters

Systems’ internal structure

Interdependencies between systems

An external event that perturbs the normal state of things

An internal  event that perturbs the normal state of things

 

Given these four elements, the following are some problem instances that can be 

analyzed: 
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1. Given infrastructure A’s internal structure, what external events would affect it, and 

how? 

2. Given an internal or external event that triggers a failure in infrastructure A, and 

given a set of rules that define the relationship between infrastructures A and B, how 

does this affect infrastructure B? 

3. Given a dependency of infrastructure B on infrastructure A, what event affecting A, 

and what state of A, could cause a given disturbed state of infrastructure B? 

4. Given a dependency of infrastructure B on infrastructure A, what is the minimum 

performance of A that would keep B functioning? 

5. Given an internal or external event, and given abnormal states of infrastructures A 

and B, what are the set of rules that define the relationship (the interdependency)? 

6. Given an event, and given the interdependency between infrastructures A and B, 

what decision in infrastructure A maximizes the functionality of infrastructure B. 

 

According to these 6 instances of the problem, and the types of interdependencies to be 

analyzed, a variety of tools and modeling approaches (ranging from simulation models, 

analysis of risks, decision support systems, etc.) have been developed in the past few 

years with the purpose of studying the relationships between infrastructure systems13.  

 

In general, however, there are two approaches that can be taken when studying the 

interdependencies between infrastructure networks (Figure 3.3): 

                                                 
13 For an extensive survey of infrastructure interdependencies applications, refer to Pederson et al. (2006) 
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Modeling of 
Interdependencies

Infrastructure network
Internal configuration

Infrastructure network
Internal configuration

Infrastructure network
Internal configuration

Scenario 
Modeling

Scenario 
Modeling

Infrastructure network
Internal model

Infrastructure network
Internal model

Infrastructure network
Internal model

A)

B)

Figure 3.3 – Integrated (A) vs. Coupled (B) modeling approaches 

 

a) A top down or integrated approach in which various infrastructure networks are 

modeled in the same system. Although this second approach would seem naturally a 

better way of tackling the problem, designing a system that contains each 

infrastructures’ network topology and the definition of the relationship rules between 

the different layers is very complicated. Using this approach necessarily implies a 

higher level of abstraction in the modeling process. 

 

b) The bottom-up or coupled approach (Abdalah, 2006; Pederson, et al., 2006) in which 

the internal structure of an individual infrastructure system is studied, a failure is then 

simulated within it, and then the results of that simulation are extended to other 

individual infrastructure systems to study cascading effects. An example of this would 

be a simulation of a substation breaking down resulting in a certain area with no power 

service for 6 hours. This information is passed onto a water system that estimates the 

areas where no water will be delivered, and to a telecommunications system that 

calculates the effect on the telephone/cell phone network. These results are then passed 
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onto an emergency operator (e.g., a fire chief) that evaluates the situation and decides 

which actions she would to take. 

 

A coupled or bottom-up approach is generally more viable in a short/medium term 

project. The data sharing can be minimized in this approach. In an integrated model, a 

complete data sharing between infrastructures is necessary. This is a major obstacle 

because most of this information is sensitive (i.e., location of critical infrastructure 

assets, types of technologies, etc.) and many of the owners of the data are usually 

competitors. In an integrated model, a common framework--a cross organizational and 

multi-disciplinary ontology, needs to be defined. A coupled model can be very precise, 

with the internal structure of each one of the systems defined at the finest available 

granularity. On the other hand, it would be practically impossible to construct an 

integrated model with the finest granularity available for each of the infrastructure 

networks. Some of the advantages and disadvantages of each of the approaches are 

presented in Table 3.2. 

 

Table 3.2 - Advantages/Disadvantages of Integrated and Coupled Modeling Approaches 
Coupled Integrated 

Utilizes existing models developed for individual 

infrastructure networks 

A completely new development needs to be 

undertaken 

Requires less data sharing between organizations Access to critical data from multiple 

infrastructures is essential 

A common framework is desirable but not essential A common interdisciplinary/cross-organizational 

ontology needs to be developed 

A very detailed model can be achieved within each 

infrastructure system 

Integrated models are necessarily of higher level 

of abstraction (it is impossible to model 

everything at the maximum level of detail) 

Interdependencies are not parameterized in the 

system, they can be discovered while using the 

system. This gives an added flexibility to this 

approach. 

Interdependencies are parameterized within the 

system. Their discovery process occurs in the 

conceptualization of the system, not in its use. 
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Coupled Integrated 

Utilizes existing models developed for individual 

infrastructure networks 

A completely new development needs to be 

undertaken 

The consequences of the interdependencies are 

obtained; interdependencies are not fully formalized. 

Interdependencies between infrastructures are 

formalized. 

A common data sharing model needs to be 

developed for information flow between systems 

Data model is inherent to the system 

 

I believe both approaches are complementary: a bottom-up approach is needed to 

analyze each infrastructure’s internal structure in detail and look for weaknesses at that 

level; it can also be used to analyze the consequences of the interdependencies between 

infrastructure systems. A top-down approach, however, is needed in order to obtain a 

holistic view of the problem and a formalization of the interdependencies. In an 

integrated approach the discovery and formalization of the interdependencies occurs 

during the conceptualization of the system, not during its use. The opposite occurs in 

the bottom-up approach: the interdependencies must be discovered based on the 

consequent cascading failures that are found during the utilization of the system.  

 

In their survey of applications that model infrastructure interdependencies, Pederson et 

al. (2006) describe the different simulation methods used in 28 different projects around 

the world. The modeling and simulation methods include Markov chains, Petri Nets, 

dynamic simulation, agent-based, physics-based, ordinary differential equations, and 

input-output models. These simulation methods approach the problem in one of the two 

approaches mentioned before. 

 

3.6 The Granularity Issue –Spatial and Temporal Resolution 

 

The scale at which a model of infrastructure interdependencies is conceptualized is 

critical. It is important because the scale defines the quality of the data needed to 

construct the system and make it operable. The scale will determine the data needs and 
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the level of data sharing between infrastructure owners. If the purpose of the system is 

to model interdependencies at a local level (e.g., a substation, a hospital, a water 

reservoir, and some local decision makers), the information required might be very 

detailed (the specific connectivity between the substation, the hospital, and the water 

pumps; the functionality of backup generators, etc.). If the scale of the model is wider, 

for example at a city level, the level of detail should be aggregated to neighborhoods, 

substations, etc., in order to make the model usable. 

 

Although this concept seems obvious, I believe it is essential to emphasize its 

importance, especially when planning for the data collection. There should be a 

consistency between the scale of the disruptive event that is being modeled and the 

scale of the study area. For example, if an earthquake or a large flood is simulated, the 

study area should be a city, a municipality, or a large region, and the degree of detail at 

which data is required is general. If the event modeled is a fire in a building that 

contains critical infrastructure elements, the level of detail at which data is required is 

higher. The granularity question is important when defining the finest infrastructure 

unit/element. This is true for physical assets as well as for the human components.  

 

Table 3.3 - Granularity and Finest Element of Infrastructure 
Scale 

Infrastructure layer 
Local City National 

Water Water pumps, 

valves, local water 

mains 

Water sources, source to a 

point of treatment 

transportation (piping, 

aqueducts, tunnels),  water 

purification, transmission to 

reservoirs, local distribution 

Water sources, source to 

a point of treatment 

transportation (piping, 

aqueducts, tunnels),  

water purification, 

transmission to 

reservoirs, local 

distribution 

Power Distribution 

network 

Transmission network Generation and 

Transmission 
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Scale 
Infrastructure layer 

Local City National 

Emergency responders Local emergency 

responders 

City level Federal level 

 

The temporal resolution is another critical factor that adds complexity to 

interdependency modeling. Different infrastructures have completely different concepts 

of time units. In an electrical network actions such as the rerouting of power are done in 

fractions of a second, in a water network the time window in which events happen are 

much larger. In a human layer, such as the one formed by the emergency operators, 

decisions are taken in an even larger time window. This presents an additional challenge 

when creating a model that includes multiple infrastructures. The granularity question 

brings up one of the most important issues when modeling interdependencies: data 

quality and accessibility. This is the subject of the next section. 

 

3.7 Data Issues 

 

As in any other computer system, the modeling of interdependencies depends highly 

upon the quality of the data available. Any project that encompasses multiple 

infrastructures has the need to deal with multiple data owners. Different levels of 

government, and often, different private companies (often competitors) have to agree in 

releasing information that is critical to their businesses. This is a major challenge that 

needs to be overcome. Not only is the data sensitive, but many times it is laid out in a 

highly technical language that hinders the process of interpretation by other non-

specialized users. A system that deals with multiple infrastructures necessarily implies 

that the developers will have different backgrounds (e.g., electrical engineers, civil 

engineers, computer engineers, emergency managers). The definition of a common 

terminology amongs those involved in the project, one that permeates to the structure of 

the data that is being interchanged, is of great importance (i.e., a common ontology). 
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Interoperability issues are always present when systems that were developed for 

different purposes need to share information. There are three important aspects of 

interoperability (Sotoodeh, 2007): 
 

− Technical: Compatibility of message formats  

− Semantic: Terminology and definitions 

− Organizational: Practices and procedures  

 

I present here some of the most common issues associated with data access and data 

quality in the development of cross-infrastructure systems. 

 

3.7.1 Data Accessibility Issues 

 

a) Policy issues: These arise when there are different information sharing regulations 

amongst the owners of the data. It is common that some of the infrastructure owners are 

private companies that have rights over the information of their property. Other 

infrastructures are public and have different policies towards information sharing. It is 

also common that some of the involved actors in a project of this type are competitors 

and, thus, releasing information on their own assets may be seen as a dangerous move 

in terms of competitiveness. 

 

Another policy issue is the degree at which information is consider sensitive in the 

different organizations. An organization might be willing to share the topology of an 

infrastructure network, but not the location of specific infrastructure components. The 

opposite case is also possible. 

 

b) Operative and cultural barriers: As with any development that deals with sensitive 

information, many of the users of the data (the actual operators) are not necessarily 

willing to cooperate with the project. They worry they could be reprimanded if glitches 
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in  the data are discovered; they also worry that they will lose control over the functions 

they perform in their job; finally, and partly as a consequence of so much propaganda 

flooding the media, it is not unexpected that people fear that the data could be used for 

harmful purposes. 

 

3.7.2 Data Compatibility Issues 

 

Once the policy, operative and cultural barriers are surmounted, technical obstacles 

appear. Some of the most common problems include different data formats, varying 

granularities/aggregation units, mixture of qualitative and quantitative data sets, 

different technological platforms, and spatial vs. non spatial data. Some of these 

problems are time consuming but solvable. Others leave no alternative but to 

reconstruct complete data sets from scratch.  

 

3.7.3 Data Quality Issues 

 

a) Redundancy: The question of whether it is better to concentrate or distribute data 

carries the problem of data redundancy. Many organizations have different versions of 

the same infrastructure data sets with distinct modifications and additions made to each 

of them. Problems inevitably arise when trying to reconcile the differences. 

 

b) Metadata: Data is useless without proper metadata. It is not uncommon to find huge 

data sets with numbers associated to meaningless (without comprehensive metadata) 

variables. 

 

3.7.4 Inexistence of Data or Non-Systematized Data 

 

Critical information about the infrastructure’s day-to-day usage is non-systematized or 

may still be in the operators’ heads. There is a need to formalize and document the data.  
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Data acquisition can be as complex and as challenging as the system’s modeling stage. 

Before any process of information sharing is undertaken, it is essential that the actors 

involved come to an agreement that ensures collaboration. Emergency Management and 

Critical Infrastructure Protection are relatively new research fields that are evolving at a 

rapid pace; the technical jargon used in the field can have multiple meanings and 

interpretations. Therefore, it is important to define or follow previously developed 

standards in the information sharing processes (Rajabifard & Williamson, 1999). It is 

also important to define a common technical lexicon that anybody in the development 

of the project can refer to. 

 

3.8 Modeling Interdependencies Before/During/After an Emergency 

 

As described above, in section 3.5, the objects of study in a multiple infrastructure 

system are: the event that triggers the emergency, the failure propagation in a single 

infrastructure system (the behaviour of the system immediately after the event), and the 

failure dynamics at the inter-infrastructure level (the interdependencies). Most systems 

that model these objects are utilized in the planning and mitigation stages of the 

emergency cycle. They can be used to look for potential consequences of a failure as 

well as for training purposes. Another approach is followed by systems that have the 

ability to run during an emergency and simulate faster than real time. An additional 

complication in these types of systems is that real time information input is needed14. 

 

3.9 GIS to Study Geographical and Physical Interdependencies 

 
As seen in Chapter 2, Geographic Information Systems have proven to be useful in all 

stages of the emergency cycle. For the purpose of modeling interdependencies between 

                                                 
14 Examples at the U.S. National infrastructure Simulation and Analysis Centre: (http://www.sandia.gov/nisac/) 
(http://www.sandia.gov/mission/homeland/factsheets/nisac/FAIT_factsheet.pdf) 
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infrastructure networks, GIS are used mainly in the planning and mitigation stages. 

Although GIS are not developed to interact with real time simulators (their architecture 

is not designed to support refreshing several times per second), they can be used to 

display intermediate states of infrastructure systems based on estimations made by 

individual infrastructure simulators. They can also be used to combine the results of 

these estimations with other geospatial data (population, weather, road networks, etc.) 

and produce attractive visual representations of (potential) failures and their 

consequences. GIS can play an important role in the analysis of two of the four objects 

of study in the domain of infrastructure interdependencies (as described in section 3.5): 

scenario developing (hazard and risk assessment) and interdependency modeling. GIS 

are not used to model individual infrastructure network behaviour; other much more 

powerful and customized tools are used by utility companies to analyze the functioning 

of their infrastructure networks. However, the scenario development done in a GIS can 

be used to estimate the initial conditions under which an individual infrastructure 

simulator starts running. 

 

Scenario development is probably the area where GIS can contribute most. In a GIS 

topographic, climate, and population data from different sources can be easily 

combined. GIS have been used for many years now to develop these sorts of analyses 

(e.g., avalanche prediction, forest fire prediction, risk management, immigration 

patterns). 

 

A more innovative application of GIS is for interdependency analysis and discovery. As 

shown in section 3.3, infrastructure interdependencies can be categorized into 4 major 

types: geospatial, physical, informational, policy. GIS can be used in the analysis and/or 

visualization of the consequences of geographical and physical interdependencies. In a 

GIS abstractions and representations of real (physical) objects are made. However, 

interdependencies between infrastructure systems are not real objects, they are 

abstractions themselves. Thus, with a GIS it is not possible to represent the physical 
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interdependencies per se; what can be represented are the consequences of these 

interdependencies.  

 

3.9.1 Physical Interdependencies 

 

The consequences of basic physical dependencies can be modeled in a GIS. Given that 

the topology of an infrastructure network is integrated into a spatial database, it is then 

possible to represent which areas in a region would be affected by a disruption in one or 

more of the elements of one infrastructure layer. The high detail to which individual 

infrastructure systems model their networks (e.g., a power grid with transformers, 

substations, loads, switches) is not something that can be done in a GIS. However, 

simplifications of the infrastructure networks can be made and modeled in a GIS. An 

estimation of how a failure would propagate and the visualization of the areas affected 

is something that can be done with a GIS. 

 

Another application of GIS for physical infrastructure interdependencies is the 

visualization of the results that are produced by other systems. Most of the systems 

developed by individual infrastructures have much higher detail than what most GIS 

would support, and produce results at a rate difficult to manage for any GIS (e.g., a 

power or water network simulator). However, GIS can be used to display intermediate 

states of infrastructure systems based on estimations made by individual infrastructure 

simulators. 

 

3.9.2 Geospatial Interdependencies 

 

Abdalla (2006) suggests the use of GIS to model what he calls location-based 

infrastructure interdependencies (LBII). GIS can be used to model infrastructure 

elements from different systems that share a common location and could potentially fail 

due to a common cause (an event affecting the area in which these are located). One 
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other way of using GIS to look for geospatial interdependencies is by assigning a 

weight to each element in a spatial inventory of infrastructures and to look for clusters 

of elements with high values (a weight based on a parameter such as significance, cost, 

etc.). This type of analysis can help to locate areas where multiple infrastructures have 

important assets within a region. The result of this analysis could be then overlaid with 

a risk analysis to come up with areas of high potential loss. Another example of a 

geospatial interdependency that could be analyzed with a GIS is the location of the 

emergency personnel right before an event occurs. For example, by combining the areas 

affected by an earthquake with the location of the emergency personnel, one could 

estimate their availability during the actual emergency.  

 

As reviewed above, GIS can be used for the analysis and visualization of geographical 

and physical interdependencies. GIS can also be used in both integrated and coupled 

Figure 3.4 - GIS in an Integrated (A) and Coupled (B) Infra

modeling approaches described in section 3.5 (Figure 3.4). 
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s as an In both modeling approaches a GIS work integrator of different platforms. In the 

tegrated approach (A) the scenario modeling (earthquake, flood, fire, etc.) is overlaid 

 a tool to initialize the conditions under 

hich individual infrastructure simulators will start running. A GIS is also the end of 

in

with different infrastructure networks as well as with a population layer. All models are 

based on spatial data; a series of analysis (as explained above) can then be undertaken 

to discover and analyze interdependencies. 

 

In the coupled approach (B), a GIS works as

w

the cycle, when the results produced by some of the individual infrastructure systems 

are transferred to it to be visualized or combined with other spatial data sets 

(visualization of final losses, areas with no service, affected people, etc.). 

 

3.10 Conclusions 

 

The problem of modeling infrastructure interdependencies has many faces: the 

onceptualization of the model, the approach, the methodology, the quality of the data 

 

 

est detail. 

east 

tructure 

terdependency model is the availability of data. Most of the physical 

interdependencies can be obtained from experts in each one of the individual 

c

available, and the tools used to represent the interdependencies. One of the most

difficult questions to answer when dealing with the problem of infrastructure 

interdependencies modeling is: “to what detail should we model?” No matter how

resourceful a project is, it is impossible to model all infrastructures at the high

A model that deals with multiple infrastructure systems necessarily carries 

complications such as time and space granularity at which the individual systems work. 

A model that encompasses several infrastructure networks needs to find a “l

common multiple”: a cross-infrastructure common granularity. 

 

Another important problem in the conceptualization of an infras

in
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infrastructures. Many of these interdependencies and others (operational,

not been yet formalized or systematized, they are only known by the op

infrastructure systems. Creating a model that accounts for all this knowledge a

scale is difficult, but doing so on a large scale represents a significant challenge.  

 

In this chapter I have reviewed concepts in the infrastructure interdependency modeling

field. I have analyzed the different objects that need to be considered in a multiple

 policy) have 

erators of the 

t a local 

 

 

frastructure model, and some of the approaches taken to model these. I have also 

f the 

s. 

 common origin failure  

in

touched upon the main data issues encountered in the process of constructing a system 

that models infrastructure interdependencies. Furthermore, I have suggested some o

ways in which GIS can be used in the analysis and visualization of interdependencie

 

A summary of the different factors that need to be considered when modeling 

infrastructure interdependencies is presented below (Table 3.4). 

 

Table 3.4 - Factors Affecting Interdependency Analysis 
Types of failure propagation Cascading, escalating, or

Time resolution of interdependent systems Infrastructure dynamics vary from milliseconds (e.g., 

turbances) to decades (construction 

of major new facilities). Different infrastructures will 

electrical grid dis

have varying time scales of importance. (Rinaldi, 

2004) 

Space resolution of interdependent systems The aggregation of infrastructure elements (the 

infrastructure unit) is different across infrastructure 

systems. 

Geographical extent of the model odel’s approach and data requirements can 

 

The m

significantly vary depending on the extent of the

model. 

Scenario definition ure systems will react differently depending 

ent 

Infrastruct

on the location, intensity, and type of disruptive ev

(fire, flooding, earthquake) 
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Types of failure propagation Cascading, escalating, or common origin failure  

Time resolution of interdependent systems Infrastructure dynamics vary from milliseconds (e.g., 

electrical grid disturbances) to decades (construction 

of major new facilities). Different infrastructures will 

have varying time scales of importance. (Rinaldi, 

2004) 

Types of interdependencies Geospatial, physical, policy, informational 

Data issues Accessibility, quality, compatibility, systematization 

Modeling approach Integrated vs. Coupled 

Static vs. dynamic interdependencies  ormal 

 that changes the normal state 

Interdependencies between systems under n

operation  vs. interdependencies of systems when 

operating after an event

(Hollman, et al., 2007) 

Objects of study Internal system structure, disruptive scenarios, 

interdependencies  

Purpose of the model ystem is used during an 

g 

The interdependencies s

emergency or before the emergency for plannin

purposes 

 

Emergent behaviours will always arise as  

the different infrastructures and the people in 

rbs the natural state of things. Although these emergent behaviours will never 

a consequence of the relationships between

charge of taking decisions during an event 

that pertu

be determined with exactitude in advance, studying multiple infrastructures and its 

interdependencies is a good approach to estimate the consequences of an event and to 

be better prepared. It is a step forward in the creation of a culture of preparedness. 
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Chapter 4: An Infrastructure Geographical Information System as 

Part of a Model to Analyze Infrastructure Interdependencies 
 

4.1 Abstract 

 

This thesis is in part the result of the work done for the Joint Infrastructure 

Interdependencies Research Program (JIIRP) conducted at the University of British 

Columbia. The JIIRP at UBC15 is a three year multidisciplinary project. Eleven 

professors and eighteen graduate students from different disciplines (Electrical & 

Computer Engineering, Business, Computer Science, Geography, Psychology, and Civil 

Engineering) have been involved in this project.  

 

One of the tasks faced by the JIIRP-UBC was the incorporation of a GIS into a model 

of infrastructure interdependencies. In this chapter I provide an overall picture of the 

JIIRP project and describe in detail the methodology used to construct an Infrastructure 

GIS. Furthermore, I document the processes and obstacles found during the process of 

information acquisition in light of the observations presented in Chapter 3.  

 

4.2 Introduction 

 

The JIIRP - UBC team was formed by a group of researchers from six departments. It 

received funding from the former Public Safety and Emergency Preparedness Canada 

(PSEPC) and the Natural Sciences and Engineering Research Council (NSERC). 

Besides UBC, five other research groups in Canadian universities were awarded 

funding as part of the this programme (York University, University of Saskatchewan, 

École Polytechnique de Montréal, University of Toronto, and the University of Guelph). 

The overall purpose of the JIIRP at UBC is to study infrastructures, their 

                                                 
15 http://www.i2sim.ca 
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interdependencies, and to develop “simulation and human interaction tools to better 

coordinate joint actions by various organizations before and during situations of large 

scale emergencies”. The JIIRP at UBC also received support from the British Columbia 

Transmission Corporation (BCTC), Telus, the Vancouver International Airport, and the 

Greater Vancouver Regional District.  

 

In this chapter I first describe an overall picture of the project, and then I focus on the 

task of the project that I am responsible for: the incorporation of a Geographic 

Information System to an infrastructure interdependencies model. In order for the 

overall interdependencies model to be tested, the participants in the project undertook 

the development of an earthquake scenario at the UBC campus. Several factors 

influenced the decision to develop a test case based on the UBC campus; I describe 

these in detail in this chapter. 

 

4.3 The JIIRP at UBC – Background and Structure 

 

The JIIRP - UBC project is divided in seven main tasks or modules (Figure 4.1): 

 

− A damage assessment module that quantifies the likelihood and impact of an 

earthquake in a set of physical infrastructure networks (buildings and lifelines) 

and the probable damage to those networks. 

− A physical interdependencies simulator that estimates the functionality of any 

infrastructure element based on a set of partial inputs from other infrastructure 

networks. 

− A human interdependencies system that models existing policies and human 

interactions during emergencies. 

− A data visualization module that allows for multiple systems to be visualized. 

− An infrastructure GIS that assembles information on buildings damage, 

infrastructure network topology, and population. 
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− A data integration module that serves as a common database platform for all the 

modules. 

− A study that analyzes the different psychological responses to disasters. 
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Figure 4.1 - An Overview of the JIIRP at UBC 

 

The main purpose of the overall project is to study the way in which a set of 

infrastructure networks are interconnected and behave when disrupted. For this purpose, 

a theoretical model of infrastructure interdependencies was formalized by the JIIRP 

electrical engineering team (Marti et al., 2006). They defined four key concepts: 

 

− Tokens: An asset (goods or services) produced by one entity and consumed by 

another 

− Cells: An entity that consumes the products of other infrastructure networks and 

produces a function 

− Nodes: A cell or a group of similar cells separated by time or distance 
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− Channels: transportation ways for tokens. Cells are connected through channels 

and carry tokens 

 

Broadly, the interactions between these four components are what constitute the 

physical interdependencies simulator (Liu, 2007) depicted in Figure 4.1. 

 

4.3.1 Description of case study  

 

In order to test the validity of the above mentioned model, the team decided to pursue 

the following steps: 

 

1. Develop a scenario in which the infrastructure elements were disrupted. 

2. Gather relevant infrastructure data (buildings use and occupation, infrastructure 

network topology, functionality, consumption). 

3. Transform the infrastructure data into the “tokens-cells-channels-nodes” 

formalization. 

4. Visualize the different states of infrastructure networks. 

5. Enhance the functionality of the physical interdependencies simulator by modeling 

geospatial and human interdependencies. 

 

A suitable study area needed to be established. The desired area would be sufficiently 

complex to test the concepts but with an important constraint: very specific and 

sensitive infrastructure data had to be made accessible to the team. After discussing the 

options with the project’s partners and with the UBC authorities, and after considering 

the data accessibility, we decided to choose the UBC campus as our test case. 

 

The geographical location, diversity of stakeholders and infrastructure complexity of 

the UBC campus provide interesting characteristics with which to perform the study. 

The university has almost 10000 residents and about 47000 daily transitory occupants–
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students, faculty, and staff–interacting in a small area. As such, UBC functions as a 

scale model of a small city. The 402-hectare campus on the outer western edge of 

Vancouver is geographically isolated from the urban area by the Pacific Spirit Park. 

None-the-less, UBC’s strong dependencies to its neighbors, the daily high traffic of 

people and goods, the presence of well defined residential, recreational and business 

areas, and its own utilities’ providers, create a valid scaled-system to test the analysis 

methodology.  Moreover, accessing detailed information on infrastructures is less 

difficult, or so we thought, within UBC than at the city or provincial level. 

 

4.3.2 The Disruptive Scenario 

 

The first step in the development of our methodology was to choose a disruptive 

scenario that would trigger our different analyses. After reviewing UBC´s risk priority 

matrix produced with the Hazard, Risk and Vulnerability Analysis Tool Kit proposed 

by the Provincial Emergency Program16 – PEP, we decided to choose an earthquake as 

the most likely scenario that would significantly affect the university’s infrastructure 

networks and the community. 

 

The results of the vulnerability analysis are presented in Figure 4.2. 

 

For the purpose of the study three earthquake intensities in the Modified Mercalli 

scale17 were the selected scenarios (Intensities VIII, IX, and X) (Thibert et al., 2007). 

 

 

 

 

 

                                                 
16 http://www.pep.bc.ca/hrva/toolkit.html 
17 http://earthquake.usgs.gov/learning/topics/mercalli.php 
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Figure 4.2 - UBC’s Risk Priority Matrix 

 

4.3.3 Objects of Study and Problem Instances 

 

In the previous chapter I defined four objects of study in the critical infrastructures 

field: 

 

1. The infrastructure network and its internal structure and state. 

2. The relationship between one infrastructure and another (the interdependency). 

3. An internal event that triggers an abnormal state in one infrastructure network. 

4. An external event that triggers an abnormal state in one or more infrastructure 

networks. 
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All four objects of study are tackled in the JIIRP-UBC project: 

 

1. The infrastructure network and its internal structure are modeled at different levels of 

complexity in both the interdependencies simulator and the GIS. 

2. The physical relationship between one infrastructure and another is modeled in the 

interdependencies simulator. Geospatial dependencies can be inferred from the GIS. 

3. The external event that affects the infrastructure (causing failures in some of the 

infrastructure elements) is modeled by the structural assessment module. The results of 

the assessment are fed to the GIS for visualization purposes and to the simulator for an 

estimation of the performance of the cells and channels. 

 

Similarly, in the previous chapter I defined the different problem instances that could be 

studied in the field of infrastructure interdependencies. In the UBC campus case study 

we focus our attention on the following instances: 

 

1. Given an internal or external event that triggers a failure in infrastructure A, and 

given a set of rules that define the relationship between infrastructures A and B, how 

does this affect infrastructure B? The set of rules that define the relationships between 

infrastructures are embedded in the interdependencies simulator. The initial 

consequences of the disruptive event are modeled in the structural assessment module. 

2. Given a dependency of infrastructure B on infrastructure A, what is the minimum 

performance of A that would keep B functioning? In the interdependencies simulator, 

the functionality of each cell is defined in terms of the inputs from the different external 

infrastructures. 

3. Given an internal or external event, and given abnormal states of infrastructures A 

and B, what are the set of rules that define the relationship (the interdependency)? 

Interdependency discovery is the most difficult task in infrastructure modeling. It is 

always possible to model or estimate “what you know you do not know” but very 
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difficult to model “what you do not know you do not know”. With the GIS component 

of the project, geospatial interdependencies discovery can be done by overlapping the 

different layers of infrastructure elements and by looking for areas of high risk (clusters 

of different infrastructure elements with high relative importance). Physical 

interdependencies discovery is something that can not be done with a deterministic 

approach like the one used in the simulator. 

4. Given an event, and given the interdependency between infrastructures A and B, 

what decision in infrastructure A maximizes the functionality of infrastructure B? This 

last point is what the physical interdependencies simulator solves the best. Given an 

abnormal state in one infrastructure, what action should be taken to maximize the 

productivity of the second order affected infrastructures. 

 

The infrastructures being modeled in our UBC test case included the electrical, water, 

steam, gas, and road networks, as well as a building inventory. 

 

4.3.4 Bottom-up or Top-down Approaches 

 

As I described in the previous chapter, a top-down or integrated approach is a method 

where in several infrastructures are modeled within one single system. This method 

implies finding a common level of abstraction for all of the infrastructures modeled. A 

bottom-up or coupled approach is one where several independent computer systems are 

interconnected for the purpose of establishing the dependencies between the 

infrastructure systems they represent. Both approaches are used in our project. The 

physical interdependencies simulator aims at modeling all physical infrastructures in 

one common platform, utilizing the “cell-channel-token-node” formalization.  

 

The project as a whole, however, utilizes a bottom up approach: a flow of information is 

interchanged between systems with different purposes. In Figure 4.3 the detail of the 

information flow between the project’s sub-modules is presented. 
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Figure 4.3 - JIIRP-UBC Sub-Modules 

 

4.4 The Development of an Infrastructure GIS at UBC 

 

An important component of the JIIRP-UBC was the creation of an Infrastructure 

Geographical Information System (I-GIS). As I mentioned in Chapter 2 of this thesis, 

GIS are one of the recurrent tools employed by researchers when studying critical 

infrastructures and when trying to simulate and calculate risks and occurrence 

probabilities of different disaster scenarios. Geographical Information Systems are data 

integrator systems by nature (aerial photography, satellite imagery, GPS data, Census 

information, etc.). In this section I describe the process of data acquisition for the 

construction of an I-GIS for the UBC campus. I also describe how the I-GIS became a 

central component in the functioning of the project as it turned out to be a valuable 

source of information for most of the other modules in the project.  
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4.4.1 Data Gathering 

 

At the beginning of our conceptualization of the project the team aimed at obtaining 

information solely for the physical networks on campus, rather than obtaining 

information related to the organizational structure and the policies and procedures that 

would be implemented in an emergency. It was during the first interviews that we 

realized that it would be very relevant to also collect information related to the 

organizational structure, behaviour, and policies, and to model that on top of the 

physical layers (buildings, water, gas & electricity networks). As a matter of fact, one 

data gathering process was related to the other: the more we got to know the physical 

layout of the infrastructures on campus, the more we knew about the people operating 

them, and the more we understood the importance–and complexity–of the human 

component. 

 

Our data gathering process was much more complicated than its name suggests. “Data 

digging” would be more accurate. We began by contacting the campus and community 

planning office which is responsible for the records office and the recently created GIS 

department. That original interview was followed by many others with the people 

responsible for the different infrastructures on campus: 

 

− Campus Planning 

− GIS department 

− Electrical 

− Mechanical (gas, water) 

− Power plant (steam, water pumps) 

− Records office 

− Infrastructure technology 

− Hospital 
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− Fire Hall 

− Ambulance Services 

− University Endowment Lands 

 

The team obtained different levels of response to our data requirements, going from full 

cooperation to closed doors. I believe there are several factors that influenced the 

different types of reaction we obtained. Some of the interviewees were able to see the 

benefit of our project to their own work. Those were the ones that automatically opened 

their doors. Others were not sure of the value of our project; they saw it merely as an 

academic exercise. The negotiation with this group of people was difficult but 

accomplishable. Finally, there were those who from the first moment closed their doors. 

The most common stated reason for their refusal to share information was security and 

privacy concerns. In those cases, however, I believe that the resistance came more from 

an attitude of trying to protect a space of power, or trying to conceal a known deficiency 

in the system (e.g., an outdated infrastructure inventory). We interviewed people 

broadly at three different responsibility levels: director, middle manager and data 

analyst. In general it was easier to obtain cooperation from the upper and lower 

organizational levels than the ones in the middle. 

 

We decided to create an Infrastructure Geographic Information System (I-GIS) in order 

to concentrate the gathered information. We were able to collect the following 

infrastructure information at the campus level: 

 

− Buildings (GIS-shape file) 

− 1995 Building Seismic Assessment (Excel file) 

− Electrical network (Auto Cad drawing) 

− Water network (Auto Cad drawing) 

− Gas network (Auto Cad drawing) 

− IT (Auto Cad drawing) 
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− Road Network (GIS – shape file) 

 

We were also able to obtain reports on previous emergency simulation exercises and 

procedures from some of the above-mentioned departments. Additionally, individual 

structural and non-structural assessments were performed in some campus buildings in 

order to quantify seismic vulnerability. For a detailed description of these tests refer to 

the JIIRP Civil Engineering team (Thiebert et al., 2007). 

 

4.4.2 Data Conversion, Standardization, and Simplification 

 

As identified above, the geographic data obtained from the different sources at UBC 

came mainly in the form of AutoCAD format (.dwx files). We used ArcGIS’s 

embedded translator to transform these files into ArcMap shape files (.shp). This 

conversion process is simple, but does not create an attribute table with appropriate 

content. In other words, the files continue to be “flat” in the sense that all the data 

associated to the features displayed is drawn in the map (e.g., pipe dimensions, 

materials). A spatial database can not be automatically created through this process. 

This left us with a major problem: we had to manually update the geographic database, 

and manually remove annotations from the new shape files. If one considers that there 

are thousands of segments of pipes in some of the infrastructure networks, it is easy to 

imagine the amount of work that this represents. 

 

Given the impossibility of producing a fully populated GIS database of the campus, we 

decided that it was better to create a simplified GIS model of five infrastructure 

networks on campus (buildings, water, gas, steam, IT) and give the electrical network 

(the most intricate of the layers) a different treatment. We would model the electrical 

network in a specialized program (Power World) and find a way of communicating 

between that program and the GIS database. In section 4.4.6 I describe the interaction of 

the GIS with other modules in the project. 
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4.4.3 Infrastructure Hierarchy/Layers 

 

The water, gas, steam, and fiber optics (IT) layers in the GIS were constructed using the 

AutoCAD drawing as the base. Only the main conduits were considered. A hierarchical 

notation was given to each of the components in the infrastructure network, an example 

is presented in Figure 4.4. The child elements in the tree depend upon the parent 

infrastructure elements. Currently all of these tables have to be constructed by hand; if 

network topology were available, then these tables could be generated automatically. 

 

Water Layer Hierarchy Model

Water1 Water2

Water1.1 Water1.2 Water1.3 Water1.4 Water2.1 Water2.2

Water1.3.1 Water1.3.2

Water1.4.1 Water1.4.2 Water1.4.3 Water1.4.4

 

Figure 4.4 - A Layers’ Hierarchical Structure 

 

In the figure above “Water1” is a parent infrastructure element, and any failure in that 

element would result in a service suspension in the buildings connected to the child 

infrastructure elements (Water1.1, Water1.2, Water1.3, Water 1.3.1, etc.). This 

hierarchical structure was then mapped to each of the infrastructure network’s attribute 
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tables and also to the buildings layer attribute table. The structure of the attribute table 

of the water network is presented in Table 4.1 

 

Table 4.1 - Water Layer Attribute Table 
ID Name Parent Level 

0 Water1  1 

1 Water2  1 

2 Water1.1 Water1, Power House 2 

3 Water1.2 Water1, Power House 2 

4 Water1.3.1 Water1.3 3 

5 Water1.3 Water1, Power House 2 

6 Water1.4 Water1, Power House 2 

7 Water1.4.1 Water1.4 3 

8 Water1.4.1.1 Water1.4.1 4 

9 Water1.4.2 Water1.4 3 

10 Water2.1 Water2 2 

11 Water2.2 Water2 2 

12 Water1.4.3 Water1.4 3 

13 Water1.4.4 Water1.4 3 

 

Each of the network’s infrastructure elements, its name, the names of the parent 

elements, as well as the level in the hierarchy, were identified in the table. The 

buildings’ layer attribute table is also updated with the name of the circuit (or 

infrastructure element) to which each building is connected (an example is presented in 

Table 4.2). This allows for a quick visualization of the buildings left without water (or 

steam, IT services, gas), if an infrastructure element were to fail. 
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Table 4.2 - Buildings Layer Attribute Table with Updated Water Circuits 
ID Building Name Water Circuit 

0 Library Processing Centre Water1.4.3 

1 Biomedical Research Ctr Water1.4.B 

2 Health Sc. Parkade Water1.4.3 

3 Koerner Pavilion (ACU) Water1.4.B 

4 Purdy Pavilion (ECU) Water1.4.B 

5 Detwiller Pavilion (Psychology) Water1.4.B 

6 Engineering High Head Lab Water1.4.3 

7 D.H. Copp Building Water1.4.B 

8 Medical Sciences Block C Water1.4.B 

 

For a full version of the layers’ attribute tables please refer to Appendix A. 

 

4.4.4 The Different Processes in the Construction of the I-GIS 

 

The construction of the Infrastructure GIS can be represented as a flow of activities with 

information transferring from one activity to an other. 

 

A diagram with the processes and data flow is presented in Figure 4.5. The data 

gathering process is divided into three sub-processes: interviews, infrastructure data 

collection, and emergency data collection. The infrastructure data collection process is 

what triggers the process of construction of the GIS database. Specifically, it triggers 

the data conversion process, followed by standardization and simplification. Once the 

construction process is finished (as explained in the previous section), the analysis or 

interdependencies search begins. 
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Figure 4.5 - Data Flow 

 

The I-GIS ended up being an important element that interacted with all of the other 

modules in the project. For some of the modules it became a valuable source of 

information, and for others a way in which their results could be visualized. The I-GIS 

is a valuable tool to model the three stages--before, during, and after--of a disruptive 

event (Figure 4.6). 
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Figure 4.6 - GIS Functionality within the project 

 

4.4.5 Analysis and Visualization of Individual Infrastructure Networks 

 

After gathering, transforming, and simplifying the data, an analysis of the individual 

infrastructures was conducted in order to establish the main infrastructure elements, 

their location, and the dependence upon external sources. In this section I present a 

visualization of the studied infrastructure networks as well as a description of its most 

important elements. 

 

4.4.5.1 The Water Network 

 

The water network on campus (Figure 4.7) is fed through three main conduits, one 

coming through 16th avenue, and two coming through the forest, directly from the 

reservoir in the Pacific Spirit Park (called “Water1”, “Water2”, “Water1.4” in our 

simplified model). “Water1” runs under the Acadia housing complex to East Mall, 

 73



University Mall, and Main Mall and finishes in the Power House building. Water 

pumps to stabilize the water pressure and to feed the steam network are located within 

the Power House building. From there, water is pumped to most of the buildings in the 

north end of the campus. The South campus buildings as well as the new constructions 

in the west side of the campus are fed through “Water2”. Most of the residential areas 

are fed through circuit “Water1.4”. 

 

 

Figure 4.7 - Water Network 
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A map of the main water circuits on campus is presented in Figure 4.7. The different 

clusters of buildings sharing the same circuit are shown in the same colour. The tables 

with the detailed information of the circuits and the buildings belonging to each are 

presented in Appendix A.  

 

4.4.5.2 The Gas Network 

 

Figure 4.8 - Gas Network18 

                                                 
18 The database associated with this map was produced in collaboration with Jorge Hollman 
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The gas network is fed through four main lines. The first one comes through University 

Boulevard and goes directly to the UBC hospital and to the Power House. In our 

simplified model, we call this line “Terasen1”. Most of the buildings in the northern 

part of the campus are fed through this line. One other line (“Terasen2” in our model) 

runs along 16th avenue and feeds the Hampton Place residential complex as well as most 

of the buildings in the southern part of the campus. A third line (“Terasen3”) feeds 

directly the southern part of the Acadia residential area. The fourth and final gas line 

feeds the residential areas located in the northern part of the campus (St. Andrews). A 

map of the gas network is presented in Figure 4.8. The buildings sharing the same 

circuit are also in the same colour. For a complete version of the tables with the detailed 

information of the circuits and the buildings belonging to each one refer to Appendix B. 

 

4.4.5.3 The Steam Network 

 

The steam network at UBC (Figure 4.9) is a closed circuit that starts and ends at the 

Power House. Although the system is not efficient in terms of energy 

production/conservation (almost 30% of the steam produced is lost (up to 75% in 

previous years), most of the old buildings on campus still use it for heating purposes.  A 

building for which steam is crucial is the hospital. The UBC hospital has a long term 

patient unit which heavily depends upon the heating system. If the steam production 

were to be suspended for more than 24 hours (during winter), the long term patients 

would have to be evacuated. 
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Figure 4.9 - Steam Network 

 

During the course of this project the steam production at the power house was shut 

down on at least two occasions. One during the snow storm in November 2006 and 

again in January 2008. During the first failure the hospital considered moving the 

patients out. During the second failure the service was reestablished after only a couple 

of hours. An evident interdependency exists between the hospital and the steam 

network/power house building. 
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4.4.5.4 The Electrical Network 

 

As I mentioned in the data collection section, the UBC’s electrical network topology 

was not modeled in the GIS. A different program (PowerWorld) was used to capture the 

needed detail. PowerWorld Simulator is an interactive power systems simulation 

package designed to simulate high voltage power systems operation on a time frame 

ranging from several minutes to several days. The detail in which PowerWorld can 

model an electrical network is much higher than what can be done in a GIS. However, 

we designed a method of communicating both systems. The topology of the electrical 

network is embedded in the PowerWorld simulation. Once the simulation is run, 

snapshots of the results can be mapped back to the GIS. This allows for a GIS 

visualization of buildings with no electricity.  

 

In the PowerWorld simulation each building on campus is associated to a certain 

number of electrical buses. A shared table between the two systems, in which the GIS 

buildings are related to PowerWorld buses, allows the interchange of information 

between the two systems. The interaction of the GIS with other modules in the project is 

explained in further detail in the following section. 
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Figure 4.10 - Electricity Network –South Campus 

 

The electrical network on campus is fed through three substations. The main substation 

is the link between BC Hydro transmission network and the UBC campus power 

network. The electricity is transmitted from BC Hydro via two high voltage 64KV 

overhead lines (Rao Singupuram, 2007). The key components of the Substation are 

transformers, switch gear equipments, circuit breakers, feeders, etc. There are two other 

substations on campus (4KV and 12 KV). The first one is located next to the Life 

 79



Sciences building and the second one is located in the southern most part of the campus. 

A map of the electrical conduits on the south campus as well as the substations is 

presented in Figure 4.10. A representation of the campus electrical network made in 

PowerWorld19 is shown in Figure 4.11. 

 

 
Figure 4.11 - PowerWorld Simulator 

 

4.4.6 Interaction of GIS with other Systems and Databases 

 

The I-GIS shares data with many of the modules in the project as shown in Figure 4.3. 

At the moment of the writing of this thesis, most of the interactions between the I-GIS 

and the other systems require manual manipulation of the data. However, it is within the 

scope of the project to automatize as many of these links as possible. 

 

 

 

 

                                                 
19 Ozog, N. (to appear in 2008). M.A.Sc. Thesis 
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4.4.6.1 Interaction with the Damage Assessment Module 

 

The damage assessment module requires certain building attributes from the I-GIS 

database (e.g., the building area, the number of floors). The damage assessment module 

reads this data from a GIS table and outputs a damage estimation that is mapped back to 

the I-GIS for visualization purposes. The interaction is made through dbf files. DBF 

files are manipulated manually for both the damage assessment module and the I-GIS 

(Figure 4.12). This approach is not integral and could lead to synchronicity problems if 

the databases were updated by multiple users. 

 

GIS
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gas, water, fiber 
& steam networks
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buildings, 

damage indices
Manual interaction

dbf file

 
Figure 4.12 - Interaction with Structural Assessment Module 

 

4.4.6.2 Interaction with PowerWorld. 

 

The PowerWorld model reads from the I-GIS the damage assessment associated with 

each building. It then estimates the buses that will be out of service due to a failure in 

the building and outputs a file containing building numbers with no power. This output 
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is then mapped back to the I-GIS for a visualization of the buildings with no service 

(Figure 4.13). 
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Figure 4.13. Interaction with PowerWorld Simulator 

 

4.4.6.3 Interaction with Interdependencies Simulator (GIS and the Cell Model) 

 

The interaction between the I-GIS and the interdependencies simulator is a one way 

relation (Figure 4.14). The simulator bases its definition of “cells” and “channels” on 

data extracted from the I-GIS. A cell is defined as a building or set of buildings with the 

same functionality and that are fed through the same infrastructure sub-networks. The 

level of granularity at which the cells are defined can be variable. In a small scale 

simulation, the whole campus could be categorized as one single cell. At a large scale 

simulation each individual building on campus could be defined as a cell. Many 

intermediate approaches can also be taken. In any case, information from the I-GIS 

spatial database is manually retrieved to define the parameters needed for the 

Interdependencies Simulator to start running. 
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Figure 4.14 - Interaction with the Interdependencies Simulator (I2Sim) 

 

4.4.7 Objects of study and problem instances attacked with the I-GIS 

 

Although four objects of study have been identified in the critical infrastructures field, 

as explained in Chapter 3, the GIS component of this project dealt with the following 

three: 

 

1. The infrastructure network and its topology–modeled (simplified) in the GIS. 

2. Geospatial dependencies–inferred from the GIS. 

3. The external event that affects the infrastructure (causing failures in some of the 

infrastructure elements)–modeled by the structural assessment module. The results of 

the assessment are fed to the GIS for visualization purposes. 

The fourth object of study defined in the previous chapter is an internal perturbed state 

of one infrastructure network. This is something that was not modeled with the 

simplified utilities data set that was produced in the I-GIS. 
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In the previous chapter I also defined the problem instances that could be studied in the 

field of infrastructure interdependencies. With the I-GIS we are able to study the 

following instances: 

 

1. Given an internal or external event, and given abnormal states of infrastructures A 

and B, what are the set of rules that define the relationship (the interdependency)? With 

the GIS component of the project, geospatial interdependencies discovery can be done 

by overlapping the different layers of infrastructure elements and by looking for areas 

of high risk (clusters of different infrastructure elements with high relative importance). 

Physical dependencies, within one single network, are also modeled within the I-GIS 

(the hierarchical structure). 

2. Given an infrastructure A’s internal structure, what external events would affect it, 

and how? Although the analysis to define and quantify the damage caused to the 

infrastructure networks and buildings is done by the damage assessment module, its 

results are passed onto the I-GIS for visualization purposes. 

 

4.4.8 Methods used to look for Interdependencies 

 

A summary of the overall methods used in JIIRP to look for interdependencies is 

presented in Table 4.3. 

 

Table 4.3 - Interdependency Modeling 
Type of dependency Evaluation method 

Physical/functional Simulator developed by Electrical Engineering team 

Geographical/common origin I-GIS 

Within a network Hierarchical analysis (GIS) 

Logical/organizational Interviews - diagrams 
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Physical and functional interdependencies are modeled by the interdependencies 

simulator in the cell-channel-token formalization. Individual snapshots of these 

simulations can be visualized with the I-GIS: the status of the “cells” can be mapped 

back to the buildings within the GIS. The geographical interdependencies are evaluated 

with the I-GIS: by assigning weights to infrastructure elements of different networks, an 

analysis of areas with high weights across infrastructures outputs the regions of high 

risk. Dependencies within one single infrastructure network are easily mapped by the I-

GIS, due to the hierarchical nature of the infrastructure spatial databases. Organizational 

interdependencies were evaluated by analyzing the emergency plans and procedures. I 

will give practical examples of the four types of interdependencies in the following 

chapter. 

 

4.5 Conclusions 

 

In this chapter I reviewed the general structure of the JIIRP-UBC project and I 

described in detail the construction and conceptualization of the I-GIS, its main 

components, and its relationship with other modules in the project. 

 

The I-GIS became a central component in the functioning of the project as it turned out 

to be a valuable source of information for most of the other modules. Since the 

conception of the project, a multi/interdisciplinary approach was undertaken. One of the 

main areas of controversy amongst the different participants in the project was the 

definition of a common ontology. I believe the GIS precisely worked as a common 

communication platform amongst the members of the team.  

 

In the next and final chapter, I describe other analyses that we undertook with the I-GIS 

that allowed us to discover some interdependencies on campus. Furthermore, I 

comment on the importance of continuing the effort towards constructing a complete I-

GIS of the UBC campus. 
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Chapter 5: The UBC Infrastructure GIS: Results, Limitations, and 

Recommendations for Future Research 
 

5.1 Abstract 

 

In this, the final chapter, I describe in higher detail the types of analyses we undertook 

with the I-GIS that were used to visualize some interdependencies on campus. I also 

comment on the importance of continuing the effort towards constructing a complete 

and up-to-date I-GIS of the UBC campus. I conclude by identifying some of the 

limitations of the I-GIS and by suggesting some of the ways in which it could be 

improved. 

 

5.2 Introduction 

 

The final chapter is divided in two main sections, in the first one I describe the types of 

analyses that were done given the combination of layers in the I-GIS. I present 

examples of interdependencies found on campus and I define three centers of high risk 

on campus, given their functional importance, their location and the location of the 

surrounding infrastructure elements, and the risk of damage given an earthquake. In the 

second section I emphasize the importance of continuing an effort towards the 

maintenance of an I-GIS for the UBC campus. In this same section I summarize some 

of the major challenges that had to be overcome in the project, as well as others that 

could not be solved. As a final point, I share some of the lessons I have learnt after 

working in a multi/interdisciplinary project. 

 

5.3 Results 

 

In this section I describe the results obtained after integrating the different layers that 

constitute the UBC I-GIS. Many types of exercises can be done with the I-GIS, by no 
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means we have given all the possible uses to the data. I will discuss in the last section of 

this chapter other uses and other types of analyses that can be undertook with the 

collected data. 

 

5.3.1 Integration of layers 

 

As mentioned in the previous chapter, the I-GIS became an important component in the 

functioning of the project as it turned out to be a valuable source of information for 

most of the other modules. It also turned out to be a natural integrator for the 

multidisciplinary efforts; the different members of the project contributed their data for 

the construction of the UBC I-GIS.  At the stage of the project in which this thesis was 

written, the I-GIS integrates the following layers of information in a Geodatabase 

(ArcGIS format): 

 

Table 5.1 - UBC I-GIS Geodatabase 
File Description Type 

Campus Buildings 2006 building inventory Polygon feature class 

Buildings Structural Assessment for 

three different intensities of 

earthquake20

Structural damage index for 

Mercalli intensity VIII, IX, X 

Table 

Buildings non structural assessment1 

 

Non structural damage index for 

Mercalli intensity VIII, IX, X 

Table 

Life lines assessment1 Estimation of number of breaks 

per lifeline (water, gas, roads) 

Table 

Building use  Table 

Electrical Connectivity:  Building to bus mapping 

(Building GIS ID vs. PowerWorld 

bus ID) 

Table 

Water network Connectivity at main pipe level Line feature class 

Gas network Connectivity at main pipe level Line feature class 

                                                 
20 Data provided by Hugón Juárez and Kate Thiebert as part of the UBC-JIIRP project 
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File Description Type 

Campus Buildings 2006 building inventory Polygon feature class 

Steam connectivity Connectivity at main pipe level Line feature class 

Roads Campus road network for 

network analysis 

ArcGIS network dataset 

Fiber Optics Connectivity at main circuit level Line feature class 

Cells and channels Cell to building mapping Table 

EOC personnel location on campus Location of EOC personnel 

according to UBC 2006 

emergency exercise 

Table 

 

For a full description of the Geodatabase structure please refer to Appendix C. 

 

5.3.2 Day Time vs. Night Time Campus Population 

 

The time of the day is the most important variable that affects any analysis that looks at 

affected people on campus (Thiebert, 2008). Figures 5.1 and 5.2 show a comparison of 

the population on campus during office hours in a weekday vs. the census population 

(night time population). There are approximately 40,000 people on campus during 

office hours on a week day. During the school year Approximately 10,000 live within 

the limits of the UBC although only approximately 6000 live on buildings managed by 

UBC (displayed on Figure 5.2). 

 

If an earthquake was to occur, and some buildings were affected, these maps are a 

useful tool to estimate the amount of people that could be affected. The way the 

authorities would have to deal with evacuation procedures would highly depend upon 

the number of people that would be displaced. 
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Figure 5.1 - Day Time Population 

 

 
Figure 5.2 - Night Time Population 
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5.3.3 Building to Cell Mapping 

 

As I pointed out in the previous chapter, the interaction between the I-GIS and the 

interdependencies simulator developed by the electrical engineering team in the JIIRP 

UBC project is a one way relation. The simulator bases its classification of “cells” and 

“channels” on data extracted from the I-GIS (buildings and conduits). In the simulator, 

a cell is defined as a building or set of buildings with the same functionality and that are 

fed through the same infrastructure (sub)networks.  

 

The level of granularity at which the cells are defined can be variable. In a small scale 

simulation, the whole campus could be categorized as one single cell. In a large scale 

simulation each individual building on campus could contain multiple cells. For the 

purpose of an earthquake exercise that comprises the whole UBC campus, the number 

of cells is in the same order as the number of buildings. On Figure 5.3 I display 6 out of 

the 19 types cells defined by Liu (2007). It is interesting to note that the main campus 

can be clearly divided in 3 main areas according to the building use. The residential 

areas are well defined, and although the administration and classroom/research 

buildings are mixed, it is easy to spot clusters of administration buildings. 
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Figure 5.3 - Cell Classification 

 

5.3.4 EOC Personnel Location and Availability 

 

One other interesting thing to look at is the location of the people who would be 

involved in the managing of a critical situation. The UBC has conducted an annual 

emergency exercise for the past 15 years. Based on an exercise conducted in 2005 and 
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coordinated by the UBC Department of Health, Safety & Environment21, the location of 

the personnel involved in the exercise can be mapped (figure 5.4). One could assume 

that at least the same number of people involved in an exercise would be involved in the 

managing of a real emergency. In the 2005 exercise, 61 people were involved. In 

previous exercises, a similar number of people were involved (48 in 2004, 57 in 2006).  

 

The participants in emergency exercises are divided in four groups according to their 

function during the emergency: policy, EOC staff, emergency coordination, and 

emergency personnel. In developing Figure 5.4, a score was given to each of the 

participants in the exercise according to their function and to their coordination/decision 

making level. Each member of the emergency exercise receives a score. Individual 

scores range from 1 to 5, where 1 is someone that can be replaced easily (e.g., 

emergency operator) and 5 is someone who can not be easily replaced (emergency 

decision maker). The total score for the building is the sum of all individual scores in 

that building22. 

 

Even though the 61 participants on the exercise are all scattered on campus, there are 6 

buildings that have by far the highest scores: 

 

− The general services administration building 

− The public safety building 

− The UBC hospital 

− The old administration building 

− The university services building 

− The Power House 

 

                                                 
21 http://www.hse.ubc.ca/mgmt_systems/emergpln/files/exercises/EmergencyExerciseReport2005.pdf 
22 Hollman J. (Presenter) and Alejandro Cervantes-Larios,. Presentation at the 2007 JIIRP Symposium, 
Ottawa. 
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Figure 5.4 - EOC Personnel on Campus 

 

These 6 buildings are then the most important ones when it comes to decision making in 

the case of an emergency. One other important analysis that would have to be made is 

the availability of these decision makers if the emergency occurs in a time of the day 

where reduced activity is happening on campus (i.e., night time, summer). In a 

conversation held by myself and other members of the team, and personnel from the 
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UBC hospital23, the issue of how far people who work at the hospital live from campus 

arose. A large percentage of the hospital employees actually live in Richmond. The 

structural integrity of the 6 illustrated buildings as well as the accessibility to the 

resources in the case of an emergency are issues that needs to be taken into 

consideration when developing the emergency plans and procedures.  

 

5.3.5 Road Network Analysis 

 

One interesting use that can be given to the road network data set in the I-GIS is for 

route planning in an emergency. On Figure 5.5, I present an example of the way the 

network data set can be combined with the building and lifelines assessment, in 

particular the road assessment. The assessment outputs the likelihood of damage to 

roads and buildings on those roads. Assuming that the road segments that are close to a 

highly damaged building will be closed, using the ArcGIS network analyst we can input 

those closures as barriers in the roads and then plan evacuation routes. On Figure 5.5 

ambulances entering the University through University Boulevard, need to pickup 

people at the stadium and drop them at the UBC Hospital. Given the road closures, the 

network analyst calculates the shortest available path to complete the route.  

 

This same network dataset has other applications such as the delivery of food, water, 

medicines to several points (e.g., shelters) in a city after an earthquake, given a certain 

number of barriers. In the case of the UBC street network, the network dataset is small 

and often the solutions seem evident. But at a larger scale, the solutions to the shortest 

route become more intricate.  

 

 

                                                 
23 Conversation with John Manougian (UBC Hospital, Facilities Manager) held on Feb. 2007 
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Figure 5.5 - Ambulance Emergency Route: University Blvd. to UBC Stadium to UBC 

Hospital 

 

5.3.6 Examples of Interdependencies 

 

In this section I describe some of the ways in which the UBC I-GIS can be used to 

analyze dependencies between infrastructure elements as well as interdependencies 

across infrastructures. Abdalla (2006) suggests the use of GIS to model location-based 

infrastructure interdependencies (LBII).  Geographic information systems can be used 

to model elements across infrastructure networks that share a common location and/or 

could potentially fail due to a common cause (an event affecting the area in which these 

are located).  Furthermore, GIS can also be used to analyze dependencies within 

individual infrastructure networks: propagation of a failure within the system. This can 

only be done if the infrastructure network topology is embedded within the GIS. of 
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course. The following are some examples of dependencies and interdependencies that 

can be visualized with the UBC I-GIS: 

 

5.3.6.1 Physical Dependencies 

 

The consequences of the physical dependencies within three infrastructure networks are 

presented in Figures 5.6, 5.7, and 5.8. On these Figures I show the buildings on campus 

that would be left without water, gas, or power service, if certain components in each of 

the infrastructure networks were damaged or disconnected. 

 

As I mentioned in the previous chapter, the UBC campus water network is fed through 

three main lines, one coming through 16th avenue, and two coming through the forest 

parallel to 16th avenue, directly from the reservoir in the Pacific Spirit Park. On Figure 

5.6 I show the buildings that would be left with no water if two sub circuits of the main 

line coming from 16th avenue are damaged or shut down (these sub circuits are called 

Water1.1 and Water1.3 in the I-GIS database).  
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Figure 5.6 - Damage to Water Network – Buildings Affected 

 

Similarly, on Figure 5.7, I show the buildings on campus that would lose gas service if 

one main circuit and one sub circuit (called terasen4 and terasen2.2.15 in the I-GIS 

table) were damaged. 
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Figure 5.7 - Damage to Gas Network – Buildings Affected 

 

Finally, on Figure 5.8 the same type of visualization is presented for the power network. 

 

 98



 
Figure 5.8 - Damage to Power Network – Buildings Affected 

 

These circuits were arbitrarily selected, but at the time of the writing of this thesis an 

estimation of the likelihood of damage due to an earthquake to lifelines is still being 

done by some of the members of the JIIRP-UBC civil engineering team. Once the 

results of that assessment are incorporated into the I-GIS, a more realistic picture of the 

buildings that could be left without services can easily be produced. 
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5.3.6.2 Geographical Dependencies 

 

In this section I present two types of geographical dependencies that can be analyzed 

with the UBC I-GIS. In the first one (Figure 5.9), it is assumed that a building on 

campus has collapsed and all infrastructure elements within a radius of 10 meters are 

damaged. This assumption can then trigger an analysis like the one presented on Figures 

5.5 to 5.7, in which the cascading failures across infrastructures are visualized.  

 

 
Figure 5.9 - Affected Infrastructure 10 meters from the Henri Angus Building 

 

One other way of visualizing a geographical interdependency is shown on Figure 5.10. 

Two datasets are combined in this Figure, the first one is the location of the emergency 

operators on campus (as seen on section 5.3.4 of this chapter), and the second one a 

structural assessment of the UBC campus buildings(Thiebert, 2008). By combining 
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these two datasets it is possible to estimate which emergency operators will be available 

or not, in the case of an earthquake. The emergency operators that work in the buildings 

with a very high estimated damage are less likely to be available to perform their duties 

as emergency coordinators/operators. 

 

 
Figure 5.10 - Location of Emergency Responders and Estimated Damage to Buildings – 

Intensity X Earthquake 
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5.3.6.3 Organizational Interdependencies  

 

Organizational dependencies are probably the most difficult to study. These 

interdependencies arise from conflicting policies, procedures, or ways of operating 

between the different players in an organization. One area in an organization works 

under the assumption that other areas will respond according to their needs in the case 

of an emergency. This is not necessarily always true.  

 

In the case of our UBC Campus study, it was not until we started understanding the way 

in which UBC was organized, and after several interviews with people involved in the 

planning office, emergency services, and utilities offices, that we started to identify 

some potentially conflicting links between the actors during an emergency. Although 

these weak links between organizations members are difficult to identify, they are most 

of the time more easily fixed than a physical dependency (e.g., it is easier to establish a 

communication link between two offices in an organization than to retrofit a building). 

We could identify four types of organizational dependencies on campus: in Table 5.2 I 

show the type of dependency as well as an example of it. 

 

Table 5.2 - UBC Organizational Interdependencies 
Information flow 
(deficiency of) 

Potentially conflicting 
policy or procedure 

Conflicting day to day 
practice 

Physical and 
organizational 
dependency 

Campus planning + fire 

hall 

Systematized lifeline 

data not available 

(paper maps instead) 

Different actors on 

campus respond to 

different authorities: 

Coastal Health 

Authority, PEP, PSC 

Ambulance vs. Fire hall 

conflicting cultural 

practices 

 

Power House-Hospital 

(steam during winter) 

Morgue – dependency 

on power (cooling) 

RCMP – Campus 

security data sharing 

Hospital evacuation 

plan (Winter) 

 Hospital’s internet 

reliance for medicine 

inventory 
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The first type of organizational interdependency is related to a lack of reliable 

communication links between two or more parties involved in an emergency situation. 

An example of this would be the case of the fire hall at UBC that does not have the 

most recent version of a map of the university. The university is constantly changing 

due to the new developments and these changes are not always updated to all the 

organizations that need them. An updated map would certainly be of good use to a fire 

truck driver. The communication link between the producers of the maps and the users 

is broken. 

 

One other example of the same type of organizational interdependency is the reliance 

on paper maps for the purpose of all maintenance of water, gas, and electricity conduits 

on campus. This same type conflicting communication link exists between RCMP and 

campus security. Some of the crimes reported to the RCMP offices on campus are not 

reported to campus security and vice versa, their databases are not crossed so evidently 

there is room for improvement in the communication between these two parties. 

 

The second type of organizational interdependency is related to potentially conflicting 

policies or procedures. The UBC is autonomous in many ways, it is a true model of a 

small city and, as such, it is under the umbrella of many authorities: the hospital 

responds to the Coastal Health Authority and follows its emergency procedures, the fire 

hall and the ambulance services would follow PEP or even PSC procedures in the case 

of an emergency. At the local level, all UBC emergency responders are coordinated 

under the Department of Health, Safety and Environment. If there is a major disaster, it 

would be the Provincial Public Safety Ministry (through the Provincial Emergency 

Program) or even Public Safety Canada who would manage the response efforts. At a 

very localized level it would be UBC’s Department of Health, Safety and Environment 

that would respond. It is at the borderline between these organizations jurisdiction that 

potential problems could arise. As the magnitude of an emergency increases, deciding 

which organization is the lead organization could be problematic (at what point does 
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PEP take over from DHSE) This is an interesting area of future research within the 

JIIRP-UBC project. 

 

The third type of potential problems in an organizational interdependency is related to 

day-to-day conflicting cultural practices. An example of these problems is the necessary 

coexistence between fire fighters and ambulance paramedics. In an interview made by 

one of the JIIRP team members at the fire hall, it became evident that there is a rivalry 

between these two organizations. Conflicting views on some of the procedures during 

emergencies seemed to be the issue. 

 

The fourth type of organizational interdependency is related to a strong physical 

dependency. An organization relies on one particular physical asset and bases important 

parts of its functioning on the assumption that the asset will always be provided. An 

example of this is the heavy dependence upon steam that the UBC hospital has in order 

to function during winter. One of UBC hospital’s main functions is to provide care for 

approximately 200 long term patients. It depends heavily on steam to provide heating 

for these patients during winter. If a steam shortage were to occur during winter, the 

hospital could not last a day before starting to evacuate these patients. Finding 

transportation and a bed in an alternative hospital would be a major problem.  

 

One other example of a dependency of this type is the hospital’s medicine supply 

system. The hospital refills its medicine reserve based on an online system that 

automatically sends a notification to the Vancouver General Hospital. If this automatic 

link was not functional, as it would probably be after an earthquake, the medicine 

supply would stop. 
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5.3.7 Centers of High Importance on Campus  

 

After analyzing the individual infrastructure networks and the functions developed in 

each important building on campus, three buildings on campus stand out for its 

concentration of critical infrastructure: the Power House, the UBC Hospital, and the 

Angus building. 

 

 
Figure 5.11 - 3D View (NW) of the UBC Campus – Important Buildings24 

 

On Figure 5.11, a 3D image of the campus is presented with the three important 

buildings highlighted. 

 

1. The UBC Power House: The power house building on campus is the central facility 

that produces steam and the pumps of water (pressure stabilizing) for the whole campus. 

The steam is used on mainly for heating/cooling and for sterilization. As mentioned in 

the previous section, steam is an essential asset for the functioning of the hospital. 

                                                 
24  3D figure constructed assuming 3.5 meters per story. Data provided by UBC-Geography Dept. 
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2. The UBC Hospital: Even though the UBC hospital is not an emergency care provider, 

in the case of an emergency it would certainly be a center for aid to injured people. The 

UBC hospital provides service to people in the neighborhoods surrounding UBC. The 

procedures performed at the hospital are diagnostic services, short stay surgeries, and 

non life threatening emergencies. The hospital also is home to approximately 200 long 

term patients.  

3. The Angus Building: The Henri Angus building holds the main telecommunications 

hub on campus. It holds the old copper network’s main switch and it is also the main 

contact to the fiber optics network coming from outside the campus. 

 

5.4 Conclusions, Limitations, and Recommendations for Future Research 

 

In this section I conclude by analyzing some of the important challenges, both practical 

and conceptual, faced by myself and the JIIRP-UBC team when developing the project 

as a whole and the I-GIS in particular. Finally, I stress the importance of continuing the 

effort towards integrating a robust and reliable infrastructure GIS of the UBC campus. 

 

5.4.1 Information Sharing Challenges 

 

When the JIIRP project started, we had aimed at developing a case study focusing on an 

area larger than the UBC campus. We had envisioned the possibility of modeling the 

city of Vancouver or maybe even go at a larger scale. We soon realized that this task 

would be too ambitious, not only because of the complexity of the data and the 

interconnection of infrastructure networks at the city level, but because the data would 

just not be available to us. We approached the project’s partners (BCTC, Telus, the 

GVRD, and the YVR) and obtained a different range of responses to our data requests, 

most of them negative. It was then that the team decided to focus on the UBC as the 

study area. Getting access to the UBC infrastructure databases was less difficult, 

although not free of challenges. 
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JIIRP-developer Data Owner

–Confidentiality 
agreement (?)
–Specification of the use 
that will be given to the 
data
–Negotiate support from 
data operator’s 
supervisors
–Approach at three 
different organizational 
levels

–Incomplete data
–Data not compatible
–Multiple versions
–Fear of competition, loss 
of competitive advantage if 
data is shared
–Important data still in 
owner’s head
–Security concerns 
(misuse)

Data sharing in the JIIRP-UBC project

 
Figure 5.12 - Data Sharing in the JIIRP-UBC Project 

 

Any project that deals with sensitive information will face data sharing issues. This 

project was no exception. In Figure 5.12 I represent the relationship between the two 

main of actors involved in the project, the data owners and the developers, as well as the 

main challenges and concerns associated to each. 

 

On the data owner’s side, all of the data issues described in the third chapter of this 

thesis were faced, I here provide some examples: 

 

− Policy issues: Different information sharing policies among the campus 

planning office, the utilities office, the IT office. The owners of the data had 

different levels of concern towards sharing it. Some immediately shared the 

data, others waited for an approval from higher authorities, a third group feared 

misuse and were reluctant to share. 

− Technical issues: Although most of the data on infrastructure networks on 

campus is maintained in digital format (AutoCAD drawings), we found that it is 

redundant in many cases. We also found different versions of the same data 
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across departments. Every time a modification is made to the conduits, the 

AutoCAD maps are updated in the department responsible for the modification. 

The new version of the file is then shared to other departments. This obviously 

constitutes a problem when two departments make changes simultaneously. One 

other issue regarding the infrastructure data is that it is “flat”. The CAD 

drawings do not have a database associated with it. All dimensions, materials, 

directionality, etc., are stored as annotations on the map, this makes it 

impossible to use the data for analysis. 

− Cultural barriers: We also faced some difficulties when obtaining data due to 

cultural barriers. Communication was difficult some of the data owners–they 

would see the project as a merely academic exercise with no particular 

application to their work. They could not see a direct benefit from sharing the 

data. Concerns towards the security of the UBC community were also raised by 

some of the data owners if the data was misused. One operator even told some 

of the members of the team “How do I know that you are not terrorists?”  

− Non systematized information: Although most of UBC’s infrastructure data is 

systematized in some way, many of the day-to-day operations ‘know how’ is not 

documented: the weak points in the networks, the way some of the most 

common issues are solved every day, the communication issues between 

departments, the reliance of the quotidian operation on a particular external asset 

or procedure. All this information is very valuable and is generally not 

documented. It is in the data owner’s (the operator’s) head. 

 

On the developer’s side, we also learnt some important lessons when it comes to 

establishing a trust relationship with the data owners. We identified four crucial factors 

to obtain the data owner’s cooperation:  

 

 108



− A confidentiality agreement, or some sort of written arrangement, in which the 

sensitivity of the data is recognized and in which the limitations of use and 

publication are specified. 

− A clear understanding on the developer’s side of the use that will be given to the 

data. After several interviews with data owners on campus we realized that we 

could engage them in an agreement to share the data if we had a very clear idea 

of what we would be doing with their data, and we could communicate that 

effectively to them. This sounds evident, but as in many projects of the same 

nature, the data gathering process was done in parallel to the conceptual 

modeling, and in some cases even prior to the modeling. We knew we would 

need the data at some point, we just did not know to what extent and when. Not 

being able to give this reassurance to the data owners probably slowed down the 

process of accessing the data. 

− Support from higher level authorities. Having written or verbal approval from 

high authorities is something that was needed in a couple of cases in order to be 

able to even sit and talk about data sharing, this however was no guarantee that 

the data sharing would occur. 

− Approaching a department at three different levels. We identified broadly three 

levels of occupation profiles that had to be engaged with the project: the higher 

authority –a  department director (which in many cases does not know about the 

data) is the person signing the official agreement; the department manager who 

needs to be convinced that the agreement will be beneficial for her work and 

thus should cooperate; and the data operator, who is the person always in contact 

with the data and the one that knows the flaws and has most of the day to day 

know-how when it comes to data maintenance. This person needs to be 

convinced that the flaws will not be publicized and that his job is not on the line.  
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5.4.2 Perception of Risk – Structural Changes vs. Operational Changes 

 

One important issue faced by the team when discussing the project with the involved 

parties at UBC is that the perception of risk can be sometimes more important to 

decision makers than the actual risk. Risk-management decisions may be influenced by 

public perceptions of risk in ways that may distort priorities away from actual risk 

reductions. Policy-makers may feel the need to be seen to be doing something about 

particular risks, even where the risks are relatively small and the actions undertaken are 

more visible than they are effective (Eiser, 2004). 

 

Some of the critical interdependencies on campus can be solved with a minimum 

amount of investment and no spectacular developments. It is not as costly to maintain 

an updated building and infrastructure database and to give access to it to all people 

involved in an emergency as it is to retrofit a building or invest on increasing 

telecommunications resilience. It is, however, less noticeable. 

 

5.4.3 Changing and Emergent Behaviours, Can these be Modeled? 

 

Modeling things such as the gas flow in a pipe network would fall into modeling “what 

you know”. The modeling of the consequences of an earthquake on certain buildings 

would fall into “what you know you do not know”. Trying to model the 

interdependencies between infrastructure systems in the time of an earthquake falls into 

a third category, “what you do not know you do not know”.  

 

There were four main objects that the team had to model. On their own, all of them 

have a certain degree of complexity:  

 

− The modeling of the natural phenomena: the earthquake scenario 
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− The physical networks interconnectivity: the interdependencies during normal 

operation 

− The human component and its day to day relationship with the physical 

networks: the organizational interdependencies 

− The human response to an emergency 

 

To study the combination of all of these four objects and the emergent properties that 

would arise from these interactions is what constitutes the main objective of the project. 

The unknown behaviours that will arise in a situation like an earthquake, and the 

consequences on the array of interconnected infrastructures, are things that will never 

be determined with exactitude in advance. Developing an understanding of how 

infrastructures are related to each other is, however, our best approach to estimate the 

effect of an event and to be better prepared. 

 

5.4.4 Impossibility to Model Everything and the Importance of Defining the 

Infrastructure Unit (the Granularity Issue) 

 

This was certainly one of the most challenging aspects in the JIIRP-UBC project. The 

question of “to what detail should we model?” inspired many debates at all levels in the 

team. In a project of this nature it is very difficult to build the bridge between the actual 

data available and the conceptual model. Many times we fell in the temptation of trying 

to model at a higher detail than what the data or time constraints would allow. It is 

crucial in a project of this nature, in which many systems need to be interconnected, that 

the minimal infrastructure unit is defined and that there is a clear rapport between the 

actual raw infrastructure data unit and the conceptual infrastructure unit.  

 

If the purpose of the overall system is to model interdependencies at a local level (e.g., 

an electric substation, a hospital, a water reservoir, and some local decision makers), the 

information required might be very detailed (e.g., the specific connectivity between the 
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substation, the hospital, and the water pumps, the functionality of backup generators). If 

the scale of the model is wider, for example at a city level, the level of detail should be 

aggregated (e.g., neighborhoods, substations) in order to make the model treatable. 

Creating an array of systems that can function at multiple scales could certainly be one 

of the research areas in the future of this project. The definition of the granularity is an 

important component in the definition of the project’s ontology. 

 

5.4.5 The Ontology Definition in an Interdisciplinary Project 

 

The definition of an ontology that would encompass all efforts in the project was also a 

difficult challenge that confronted different views and approaches in our 

interdisciplinary team. The definition of the project’s ontology should follow the 

following guidelines (Marti et al., 2007): 

 

− The abstraction or representation should allow multiple dissimilar systems to be 

resolved simultaneously 

− Representation should capture the information needed for decision making 

across multiple infrastructures, but only at the detail needed at a given decision 

making level 

− Representation should be applicable to any particular infrastructure despite the 

detail differences among them 

− Representation should not break down when only limited knowledge is available  

 

Creating a link between the ontology developed for the physical infrastructure 

interdependencies simulator developed by the electrical engineering team (as explained 

in 4.1), the damage assessment module, and the I-GIS representation of the world, is an 

ongoing effort at the time of the writing of this thesis.  The relationship is not evident 

between the simulator’s “cell”, the I-GIS “building”, and the assessments (e.g., one cell 

could encompass several GIS buildings, one single GIS building, or sections of a GIS 
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building; similarly, one GIS building can have one or several assessments). A similar 

situation occurs with the simulator’s “channels”, the I-GIS “conduits”, and the 

assessments. There is not a simple one-to-one or one-to-many relationship between the 

objects in the different systems. These two tasks continue to be under development. 

 

 

5.4.6 The Role of GIS as an Integrator – Common Ground between Disciplines 

 

Geographical Information Systems are natural data integrator systems (e.g. aerial 

photography, satellite imagery, GPS data, Census information, etc.). As I mentioned in 

chapter 4 of this thesis, UBC´s I-GIS was an important component in the functioning of 

the project as it became an information repository used by most of the other modules. 

The project followed a multi/interdisciplinary approach and the GIS worked as a 

common communication and data sharing platform amongst the members of the team.  I 

believe there are three characteristics of Geographic Information Systems that make 

them ideal for interdisciplinary work: 

 

− Simplicity of GIS terminology and representation of the world 

− Common and natural understanding of space across disciplines and humans 

− Visually appealing representation 

 

These three characteristics made the I-GIS a valuable tool in the project.  

 

5.4.7 Continuing Efforts towards a Complete Infrastructure GIS  

 

I believe the efforts towards updating and maintaining the I-GIS should continue. It is 

important to have a centralized repository of spatial information on campus to avoid 

data redundancy. There are many pending tasks in that direction. Future work should 

include constructing a complete and accurate geometric utility network topology for 
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each infrastructure pipe system. The construction of such a data set would allow for 

more complex analysis for individual utility networks. The construction of a spatial data 

set that includes pipe materials, diameters and pipe capacities should also be a priority. 

 

One other area of future work is the combination of the final building and lifeline 

assessments with the road network analysis for the planning of evacuation routes on 

campus. The same assessment results integrated with the upgraded geometric utility 

network would produce also interesting results. A final area of future work is the 

visualization of intermediate states of the interdependencies simulator developed by the 

JIIRP electrical engineering team. 

 

5.4.8 Recommendations to other Interdisciplinary Groups 

 

After having worked for more than two years in an interdisciplinary team, and have 

faced the challenges described above and many others, I believe the team and I have 

learnt many lessons when it comes to working in interdisciplinary groups. I would not 

want to finish this thesis without pointing out some aspects that I believe are important 

when doing academic work in a large and diverse group such as UBC’s JIIRP team: 

 

− A Definition of each team member’s individual objective as part of overall 

project objectives: it is important to identify in early stages of the project the 

way in which individual interests and objectives fit within the general goals of 

the project. It is not trivial to assemble all individual efforts into a common 

output when many diverse individual interests are present. I believe that, in a 

large interdisciplinary project such as the UBC-JIIRP, it is not uncommon for a 

team member to loose the scope of the entire project. It is important for the 

success of the project that everyone know how his/her piece of the puzzle 

matches with everything else. 
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− A clear understanding of the interconnections between the team members’ work: 

it is important that members of the team understand how their individual work 

relies on other people’s individual achievements as well as how their own work 

is used by other project participants. 

− A methodology for integration of conceptualizations in an interdisciplinary 

environment: this point derives from the two above. There are many tools for 

collaborative work. In the JIIRP at UBC some of the team members introduced 

two specific software products: IHMC CmapTools25 and Concept Vista26. The 

first one was more successful than the latter. At the time of its introduction to 

the JIIRP project, Concept Vista was still an unstable version. A wiki was one 

other tool used by the team as a data sharing platform. The effective 

implementation of this type of tools by all members of the project could help to 

establish a collective terminology and objectives.  

− A predefined data sharing internal policy: it is very difficult and sometimes 

frustrating to gain access to data for the project. Once the data is in the team’s 

hands, it should be shared among all members. For this to happen there should 

also be a formal internal data sharing agreement. 

− A predefined internal authorship policy: in an interdisciplinary group in which 

everyone’s work is connected in some way to others’ and in which many share 

their work, it is important to specify since the beginning of the project the types 

of collaborative work that occur and the way in which these will be 

acknowledged. 

 

                                                 
25 Developed at the Institute for Human and Machine Cognition, available at: http://cmap.ihmc.us/ 
26 Developed at PennState university, available at: http://www.geovista.psu.edu/ConceptVISTA/index.jsp 
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Appendices 
Appendix A: Water Network and Water Circuits Geodatabase Table 

Structure 
 
Water Network: 
Id Name Parent Level Length PipeID 
1   0 0.00 0 
2 Water1.3.1 Water1.3 3 82.86 0 
3 Water1.3 Water1, PH 2 243.81 0 
4 Water1.4.1.1 Water1.4.1 4 198.00 6910 
5 Water2  1 160.08 9999 
6 Water2  1 136.58 41 
7 Water2  1 1054.42 42 
8 Water2  1 108.50 8030 
9 Water2  1 17.40 8040 

10 Water2  1 320.50 8050 
11 Water2  1 132.00 8060 
12 Water2  1 75.40 8080 
13 Water2  1 59.70 8120 
14 Water2  1 251.00 8130 
15 Water1.4.1 Water1.4 3 6.40 4710 
16 Water1.4.1 Water1.4 3 116.20 4730 
17 Water1.4.1 Water1.4 3 42.90 4830 
18 Water1.4.1 Water1.4 3 125.50 5010 
19 Water1.4.1 Water1.4 3 196.00 31 
20 Water1.4.1 Water1.4 3 139.00 32 
21 Water1.4.1 Water1.4 3 67.60 6920 
22 Water1.4.1 Water1.4 3 137.55 8000 
23 Water1.4.1 Water1.4 3 2.44 8002 
24 Water1.4.2 Water1.4 3 7.00 6630 
25 Water1.4.2 Water1.4 3 122.60 620 
26 Water1.4.2 Water1.4 3 88.00 621 
27 Water1.4 Water1, PH 2 9.30 6360 
28 Water1.4 Water1, PH 2 108.60 1019 
29 Water1.4 Water1, PH 2 152.00 18 
30 Water1.4 Water1, PH 2 23.40 6090 
31 Water1.4 Water1, PH 2 148.80 6080 
32 Water1.4 Water1, PH 2 16.40 6050 
33 Water1.4 Water1, PH 2 103.70 6040 
34 Water1.4 Water1, PH 2 150.00 6041 
35 Water1.4 Water1, PH 2 154.40 4580 
36 Water1.4 Water1, PH 2 2.70 4490 
37 Water1.4 Water1, PH 2 4.20 4590 
38 Water1.4 Water1, PH 2 95.00 4770 
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Water Circuits: 
OBJECTID GISID WTRCIRCUIT 

1 0 Water1.4.3 
2 1 Water1.4.B 
3 2 Water1.4.3 
4 3 Water1.4.B 
5 4 Water1.4.B 
6 5 Water1.4.B 
7 6 Water1.4.3 
8 7 Water1.4.B 
9 8 Water1.4.B 

10 9 Water1.4.C 
11 10 Water1.4.C 
12 11 Water1.4.C 
13 12 Water1.4.B 
14 13 Water1.4.C 
15 14 Water1.4.C 
16 15 Water1.4.B 
17 16 Water1.4.B 
18 17 Water1.4.4 
19 18 Water1.4.A 
20 19 Water1.4.4 
21 20 Water1.4.4 
22 21 Water1.4.4 
23 22 Water1.4.4 
24 23 Water1.4.A 
25 24 Water1.4.3 
26 25 Water1.4.A 
27 26 Water1.4.A 
28 27 Water1.4.A 
29 28 Water1.4.A 
30 29 Water1.4.A 
31 30 Water1.4.A 
32 31 Water1.4.A 
33 32 Water1.4.A 
34 33 Water1.4.A 
35 34 Water1.4.A 
36 35 Water1.4.A 
37 36 Water1.4.A 
38 37 Water1.4.A 
39 38 Water1.4.A 
40 39 Water1.4.A 
41 40 Water1.4.A 
42 41 Water1.4.A 
43 42 Water1.4.A 
44 43 Water1.4.A 
45 44 Water1.4.A 
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Appendix B: Gas Network and Gas Circuits Geodatabase Table 
Structure 

 
Gas network: 
ID Name Parent Level PipeID Lenght 

1 Terasen2.GA2 Terasen2 2 0 1.82085126039 
2 Terasen2.GA2 Terasen2 2 0 80.59253856070 
3 Terasen2.GA2 Terasen2 2 0 5.98163144205 
4 Terasen1.GA1 Terasen1 2 0 1.63975264581 
5 Terasen1.GA1 Terasen1 2 0 1.11698046808 
6 Terasen1.GA1.GA1 Terasen1.GA1 3 0 1.41176825937 
7 Terasen1.GA1 Terasen1 2 0 2.61444768793 
8 Terasen1.GA1 Terasen1 2 0 1.20369711185 
9 Terasen1.GA1 Terasen1 2 0 1.28781734068 

10 Terasen1.GA1.GA1 Terasen1.GA1 3 0 1.61018052230 
11 Terasen1.GA1 Terasen1 2 0 1.93982811990 
12 Terasen1.GA1 Terasen1 2 0 2.01618271780 
13 Terasen1.GA1.GA1 Terasen1.GA1 3 0 1.07860105334 
14 Terasen1.GA1 Terasen1 2 0 2.75374074638 
15 Terasen1.GA1 Terasen1 2 0 8.69712857713 
16 Terasen1.GA1 Terasen1 2 0 71.47056987720 
17 Terasen1.GA1 Terasen1 2 0 3.07020384655 
18 Terasen1.GA1 Terasen1 2 0 1.72918745261 
19 Terasen1.GA1.GA1 Terasen1.GA1 3 0 3.93030446544 
20 Terasen1.GA1.GA1 Terasen1.GA1 3 0 14.72506898030 
21 Terasen1.GA1.GA1 Terasen1.GA1 3 0 1.73659911414 
22 Terasen1.GA1.GA1 Terasen1.GA1 3 0 1.64554323581 
23 Terasen1.GA1.GA1 Terasen1.GA1 3 0 3.43518607504 
24 Terasen1.GA1.GA1 Terasen1.GA1 3 0 2.25061258127 
25 Terasen1.GA1 Terasen1 2 0 1.24218861301 
26 Terasen1.GA1.GA1 Terasen1.GA1 3 0 1.87664307352 
27 Terasen1.GA1.GA1 Terasen1.GA1 3 0 1.82453600310 
28 Terasen1.GA1.GA1 Terasen1.GA1 3 0 6.35069603148 
29 Terasen1.GA1.GA1 Terasen1.GA1 3 0 3.00320989806 
30 Terasen1.GA1.GA1 Terasen1.GA1 3 0 1.52396103893 
31 Terasen1.GA1.GA1 Terasen1.GA1 3 0 20.25156914290 
32 Terasen1.GA1.GA1 Terasen1.GA1 3 0 89.32563966020 
33 Terasen1.GA1.GA1 Terasen1.GA1 3 0 119.09276405700 
34 Terasen1.GA1 Terasen1 2 0 60.72361192860 
35 Terasen1.GA1 Terasen1 2 0 6.95711722756 
36 Terasen1.GA1 Terasen1 2 0 0.01750106289 
37 Terasen1.GA1 Terasen1 2 0 2.93536193945 
38 Terasen1.GA1.GA1 Terasen1.GA1 3 0 10.70579823400 
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Gas Circuits: 
OBJECTID GISID GASCIRCUIT 

1 0  
2 1  
3 2  
4 3 Terasen1.2 
5 4 Terasen2.GA2.15 
6 5 Terasen2.GA2.15 
7 6 Terasen1.GA1.7 
8 7 Terasen1.GA1.5 
9 8 Terasen1.GA1.5 

10 9  
11 10  
12 11  
13 12 Terasen2.GA2.15 
14 13  
15 14  
16 15  
17 16 Terasen2.GA2.6 
18 17 Terasen2.GA2.6 
19 18 Terasen2.GA2.13 
20 19 Terasen2.GA2.11 
21 20 Terasen2.GA2.11 
22 21 Terasen2.GA2.11 
23 22 Terasen2.GA2.11 
24 23 Terasen2.GA2.13 
25 24 Terasen2.GA2.13 
26 25  
27 26 Terasen1.GA1.6 
28 27 Terasen1.GA1.6 
29 28 Terasen1.GA1.7 
30 29 Terasen1.GA1.7 
31 30 Terasen1.GA1.GA1.7 
32 31 Terasen1.GA1.GA1.7 
33 32 Terasen1.GA1.GA1.7 
34 33  
35 34  
36 35  
37 36  
38 37 Terasen1.GA1.7 
39 38  
40 39 Terasen1.GA1.GA1.7 
41 40  
42 41  
46 45 Terasen1.GA1.4 
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Appendix C: GeoDatabase Model 
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