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#### Abstract

The generalized $K$-fading model, characterized by two parameters, $k$ and $m$, is a very versatile model and was recently shown to accurately capture the effects of composite shadowing and multipath fading in wireless communication systems. Furthermore, it can be used to model cascade multipath fading, which is relevant in, e.g., mobile-to-mobile communication scenarios. In this paper, we derive closed-form expressions for the bit error probability of two non-coherent transmission schemes over $L$ diversity branches being subject to generalized $K$-fading. Specifically, focus is on binary differential phase-shift keying (DPSK) and binary non-coherent frequency-shift keying (FSK) modulation with (post-detection) equal-gain combining at the receiver. We also discuss the extension of our results to $M$-ary modulation schemes. Considering both independent and correlated fading across the $L$ branches, we derive expressions for the asymptotic diversity order, which reveal an interesting interplay between the two fading parameters $k$ and $m$. Moreover, we show that the diversity order of the considered non-coherent transmission schemes is the same as in the case of a coherent transmission scheme. Finally, numerical performance results are presented, and our analytical results are corroborated by means of Monte-Carlo simulations.
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## I. Introduction

THE performance of wireless communication systems is largely governed by shadowing and multipath fading effects [1, Ch. 2]. While major obstacles between transmitter and receiver cause macroscopic fading effects, i.e., fluctuations in the average received signal-to-noise ratio (SNR), scatterers in the vicinity of transmitter and receiver entail microscopic fading effects, i.e., fluctuations in the instantaneous received SNR. Recently, the generalized $K$-fading model, which is characterized by two parameters, $k>0$ and $m>0$, was shown to accurately capture the effects of composite shadowing and multipath fading [2]. In particular, it comprises a large variety of channel conditions, ranging from severe shadowing (small values of $k$ ) to mild shadowing (large values of $k$ ) and from severe

[^0]multipath fading (small values of $m$ ) to mild multipath fading (large values of $m$ ). The generalized $K$-fading model can also be employed to model cascade multipath fading, which occurs, e.g., in keyhole or in mobile-to-mobile communication scenarios [3], [4]. For the special case $k=m=1$, for example, the generalized $K$-fading model reduces to the double Rayleighfading model. By varying the fading parameters accordingly, more or less severe cascade multipath fading can be modeled. Finally, it is worth noting that the generalized $K$-fading model (also referred to as Gamma-Gamma fading model) occurs also in free-space optical (FSO) communications, where it is usually employed in order to model atmospheric turbulence conditions [5]-[8].

A favorable property of the generalized $K$-fading model is that it allows for a closed-form expression for the probability density function (PDF) of the instantaneous received SNR, which is in contrast to, e.g., competing composite shadowing/multipath fading models that are based on the lognormal PDF [2]. As a result, several analytical performance results for generalized $K$-fading and 'ordinary' $K$-fading channels ( $m=1$ ) have been reported in the literature [9]-[18]. Moreover, analytical performance results for the special case of double Rayleigh fading were presented in [4], [19], [20].

Most of the papers mentioned above have focussed on coherent transmission schemes, which rely on the availability of accurate channel knowledge at the receiver side. In contrast to this, non-coherent transmission schemes eliminate the need for channel estimation at the receiver and are thus attractive for high-mobility and low-SNR scenarios as well as for low-cost receiver implementations. In this paper, we derive closed-form expressions for the bit error probability (BEP) of two noncoherent transmission schemes over $L$ generalized $K$-fading branches with (post-detection) equal-gain combining (EGC) at the receiver. Specifically, focus is on binary differential phaseshift keying (DPSK) modulation with conventional differential detection at the receiver (i.e., based on two subsequent received symbols) and orthogonal binary frequency-shift keying (FSK) modulation with non-coherent detection at the receiver [21, Ch. 9.4]. We also discuss the extension of our results to $M$-ary modulation schemes. Concerning the generalized $K-$ fading model we consider two scenarios. First, we focus on the case of independent fading across the $L$ branches, which is, for example, relevant for cascade multipath fading. Given a rich-scattering radio environment (see [4] for examples), the assumption of uncorrelated diversity branches - created, e.g., by
multiple receive antennas with sufficiently large antenna spacings - appears to be reasonable. Afterwards, we turn to the case of composite shadowing and multipath fading. Here, we consider the scenario where the shadowing part is fully correlated, whereas the multipath fading is independent and identically distributed (i.i.d.) across the $L$ branches. Since shadowing represents a large-scale fading effect that is caused by buildings and other large-scale structures in the environment, it can typically be expected to affect all diversity branches simultaneously, while in a rich-scattering environment the multipath fading part can again be considered independent across links. For example, if the diversity branches are created by multiple receive antennas that are attached to the same wireless receiver unit, it can be expected that all diversity branches experience the same average SNR (full correlation), while the multipath fading is i.i.d., provided that the antenna spacings are sufficiently large (usually a couple of wavelengths).

For both the i.i.d. scenario and the scenario with fully correlated shadowing part, we present a high-SNR analysis and provide expressions for the resulting asymptotic diversity orders, which reveal an interesting interplay between the two fading parameters $k$ and $m$. It is worth noting that the existing papers on non-coherent transmission schemes over (generalized) $K$-fading or double Rayleigh-fading links [4]-[11], [13] are all restricted to a single branch $(L=1)$. In particular, for $L>1$ to the best of the authors' knowledge no closed-form expressions for the BEP and the asymptotic diversity order of the considered non-coherent transmission schemes in generalized $K$-fading have yet been presented in the literature. Also, there are no similar analyses for the competing composite lognormal shadowing/multipath fading model.

The remainder of this paper is organized as follows. In Section II, the generalized $K$-fading model is briefly recapitulated and certain moment-generating functions (MGFs) are derived, which are employed in the subsequent performance analysis. In Section III, the closed-form BEP expressions for binary DPSK/non-coherent FSK modulation over $L$ generalized $K-$ fading branches are presented. In Section IV, asymptotic performance results are reported. In particular, the diversity order of the non-coherent transmission schemes is determined and compared with that of a coherent transmission scheme. In Section V, we discuss the extension of our results to $M$-ary DPSK/non-coherent FSK modulation. Finally, numerical performance results are presented in Section VI, and conclusions are offered in Section VII.

## II. The Generalized $K$-Fading Model

We start with a brief review of the PDF of the instantaneous received SNR for generalized $K$-fading. Subsequently, we derive certain MGFs for the case of cascade multipath fading and the case of composite shadowing/multipath fading.

## A. PDF of the Instantaneous Received SNR

In order to derive the generalized $K$-distribution, consider first the case of composite shadowing and multipath fading. In this case, the generalized $K$-fading model describes a composite Gamma-shadowing/Nakagami- $m$ fading process [2]. The PDF
of the instantaneous SNR $\gamma$, conditioned on the average $\operatorname{SNR} \bar{\gamma}$, is given by [22]

$$
\begin{equation*}
p_{\gamma \mid \bar{\gamma}}(\gamma \mid \bar{\gamma})=\frac{m^{m} \gamma^{m-1}}{\Gamma(m) \bar{\gamma}^{m}} \exp \left(-\frac{m \gamma}{\bar{\gamma}}\right), \quad m>0, \quad \gamma \geq 0 \tag{1}
\end{equation*}
$$

where $\Gamma(x)$ denotes the Gamma function. The average $\operatorname{SNR} \bar{\gamma}$ itself is a random variable with PDF given by

$$
\begin{equation*}
p_{\bar{\gamma}}(\bar{\gamma})=\frac{\bar{\gamma}^{k-1}}{\Gamma(k) \overline{\bar{\gamma}}^{k}} \exp \left(-\frac{\bar{\gamma}}{\overline{\bar{\gamma}}}\right), \quad k>0, \quad \bar{\gamma} \geq 0 \tag{2}
\end{equation*}
$$

where $\overline{\bar{\gamma}} \triangleq E\{\bar{\gamma}\} / k$ and $E\{\cdot\}$ denotes statistical expectation. ${ }^{1}$ There is a one-to-one mapping between the Gammashadowing parameter $k$ and the mean $\mu_{\mathrm{dB}}$ and the standard deviation $\sigma_{\mathrm{dB}}$ in dB occurring in the lognormal shadowing model [12]:

$$
\begin{align*}
\mu_{\mathrm{dB}} & =\frac{10}{\ln 10}(\ln (\overline{\bar{\gamma}})+\Psi(k)) \mathrm{dB}  \tag{3}\\
\sigma_{\mathrm{dB}} & =\frac{10}{\ln 10} \sqrt{\Psi^{\prime}(k)} \mathrm{dB} \tag{4}
\end{align*}
$$

where $\Psi(x) \triangleq \frac{\partial}{\partial x} \ln (\Gamma(x))=\left(\frac{\partial}{\partial x} \Gamma(x)\right) / \Gamma(x)$ denotes the Digamma function and $\Psi^{\prime}(x) \triangleq \frac{\partial}{\partial x} \Psi(x)$ the Trigamma function. For example, for values of $k=0.5,1,3$ one obtains standard deviations of $\sigma_{\mathrm{dB}} \approx 9.65 \mathrm{~dB}$ (severe shadowing), $\sigma_{\mathrm{dB}} \approx 5.56 \mathrm{~dB}$ (moderate shadowing), and $\sigma_{\mathrm{dB}} \approx 2.73 \mathrm{~dB}$ (light shadowing), respectively.

Combining (1) and (2), the PDF of the instantaneous SNR $\gamma$ results as [2]

$$
\begin{equation*}
p_{\gamma}(\gamma)=\frac{\eta^{\beta+1}}{\Gamma(k) \Gamma(m) 2^{\beta}} \gamma^{\frac{\beta-1}{2}} K_{\alpha}(\eta \sqrt{\gamma}) \tag{5}
\end{equation*}
$$

where $\eta \triangleq 2 \sqrt{m / \overline{\bar{\gamma}}}, \alpha \triangleq k-m, \beta \triangleq k+m-1$, and $K_{\nu}(x)$ denotes the modified Bessel function of the second kind and order $\nu$. A widely-used measure to assess the severity of fading processes is the so-called amount of fading (AF) defined as $\mathrm{AF} \triangleq \frac{\mathrm{E}\left\{\gamma^{2}\right\}-(\mathrm{E}\{\gamma\})^{2}}{(\mathrm{E}\{\gamma\})^{2}}$. In the case of generalized $K$-fading, one obtains [12]

$$
\begin{equation*}
\mathrm{AF}=\frac{1}{k}+\frac{1}{m}+\frac{1}{k m}>0 \tag{6}
\end{equation*}
$$

The value $\mathrm{AF}=1$ corresponds to Rayleigh fading, while values greater than one correspond to more severe fading and values smaller than one to less severe fading. Note that for $k, m \rightarrow \infty$, the generalized $-K$ fading model tends to a non-fading additive white Gaussian noise (AWGN) channel model, as $\mathrm{AF} \rightarrow 0$.

As mentioned earlier, the above PDF (5) for generalized $K-$ fading can also be used in order to model cascade multipath

[^1]fading, where the instantaneous SNR $\gamma$ results from a product $\gamma \triangleq \gamma_{1} \gamma_{2}$ of two statistically independent random variables $\gamma_{1}$ and $\gamma_{2}$ with PDFs of form (1) and (2), respectively. In this case, both $k$ and $m$ are related to Nakagami-fading processes. For example, for the special case $k=m=1$ one obtains the double Rayleigh-fading model [3], [4], where
\[

$$
\begin{equation*}
p_{\gamma}(\gamma)=\frac{2}{\overline{\bar{\gamma}}} K_{0}\left(2 \sqrt{\frac{\gamma}{\bar{\gamma}}}\right) \tag{7}
\end{equation*}
$$

\]

$(\overline{\bar{\gamma}} \triangleq \mathrm{E}\{\gamma\})$. By varying the parameters $k$ and $m$ accordingly, more or less severe cascade multipath fading can be modeled. In particular, for the special case $k=1$ and $m \neq 1$ one obtains a cascade multipath fading model composed of a Rayleigh fading process and a Nakagami- $m$ fading process.

In the following, we consider transmission over $L$ generalized $K$-fading branches and derive expressions for the MGF of the instantaneous sum SNR

$$
\begin{equation*}
\gamma_{\mathrm{t}} \triangleq \sum_{l=1}^{L} \gamma_{l} \tag{8}
\end{equation*}
$$

where $\gamma_{l}$ denotes the instantaneous SNR associated with the $l$ th branch $(l \in\{1, \ldots, L\})$. These expressions will later be utilized in Section IV to determine the diversity order of a coherent transmission scheme with maximum-ratio combining (MRC) at the receiver, and in Section $V$ to extend our performance analysis for binary DPSK/non-coherent FSK modulation with EGC at the receiver (Section III) to the case of quaternary DPSK and $M$-ary non-coherent FSK modulation. We note that the derived MGF expressions could also be useful for other performance analyses (e.g., outage analysis) and are thus of general interest.

We start with the case of independent but not necessarily identically distributed (i.n.d.) fading across branches, which is relevant for the case of cascade multipath fading. Subsequently, we address the case of composite shadowing and multipath fading. Throughout this paper, we assume quasi-static channel conditions, i.e., the instantaneous SNRs of all fading branches remain constant over an entire block of data symbols and change randomly from one block to the next.

## B. MGF of Sum SNR for the Case of I.N.D. Fading

Let $\overline{\bar{\gamma}}_{l} \triangleq \mathrm{E}\left\{\gamma_{l}\right\} / k$ denote the normalized average SNR associated with the $l$ th branch $(l \in\{1, \ldots, L\})$. Since $\overline{\bar{\gamma}}_{l}$ will in general differ from one branch to the next, we define a reference level $\theta$ for all branches, according to $\theta \triangleq \min _{l \in\{1, \ldots, L\}}\left\{\overline{\bar{\gamma}}_{l}\right\}$. Thus, for each index $l \in\{1, \ldots, L\}$ the normalized average SNR $\overline{\bar{\gamma}}_{l}$ can be written as $\overline{\bar{\gamma}}_{l} \triangleq \delta_{l} \cdot \theta$ with constant $\delta_{l} \geq 1$. The reference SNR level $\theta$ will be later useful to study the behavior of the closed-form BEP expressions derived in Section III for high SNR values (i.e., $\theta \rightarrow \infty$ ), see Section IV.

In the following, the individual branches are assumed to be characterized by independent generalized $K$-fading, where for the $l$ th branch the parameters of the PDF (5) are given by $\eta_{l} \triangleq 2 \sqrt{m_{l} / \overline{\bar{\gamma}}_{l}}, \alpha_{l} \triangleq k_{l}-m_{l}$, and $\beta_{l} \triangleq k_{l}+m_{l}-1$. The MGF of the instantaneous branch SNR $\gamma_{l}, \mathrm{M}_{\gamma_{l}}(x) \triangleq \mathrm{E}\left\{\mathrm{e}^{x \gamma_{l}}\right\}$, can be
derived based on (5) by employing [ $\$ 6.643$, no. 3] from [23]. Using relation [§13.1.33] from [24, Ch. 13]

$$
\begin{equation*}
W_{\mu, \nu}(x)=\mathrm{e}^{-x / 2} x^{\nu+1 / 2} U(1 / 2+\nu-\mu, 1+2 \nu ; x) \tag{9}
\end{equation*}
$$

between the Whittaker function $W_{\mu, \nu}(x)$ and the confluent hypergeometric function of the second kind $^{2} U(a, b ; x)$, one obtains the following closed-form expression:

$$
\begin{equation*}
\mathrm{M}_{\gamma_{l}}(x)=\left(\frac{-m_{l}}{x \delta_{l} \theta}\right)^{k_{l}} U\left(k_{l}, 1+\alpha_{l} ; \frac{-m_{l}}{x \delta_{l} \theta}\right) \tag{10}
\end{equation*}
$$

We note that for numerical evaluation the representation [§13.1.3] from [24, Ch. 13] (see also [25])

$$
\begin{align*}
U(a, b ; x) & =\frac{\Gamma(1-b)}{\Gamma(a-b+1)}{ }_{1} F_{1}(a, b ; x)  \tag{11}\\
& +x^{1-b} \frac{\Gamma(b-1)}{\Gamma(a)}{ }_{1} F_{1}(a-b+1,2-b ; x)
\end{align*}
$$

of $U(a, b ; x)$ in terms of the Kummer confluent hypergeometric function ${ }_{1} F_{1}(a, b ; x)$, which holds for all non-integer values of $b$, is sometimes preferable. It leads to the following expression for $\mathrm{M}_{\gamma_{l}}(x)$ : $^{3}$

$$
\begin{align*}
\mathrm{M}_{\gamma_{l}}(x) & =\left(\frac{-m_{l}}{x \delta_{l} \theta}\right)^{k_{l}} \frac{\Gamma\left(-\alpha_{l}\right)}{\Gamma\left(m_{l}\right)}{ }_{1} F_{1}\left(k_{l}, 1+\alpha_{l} ; \frac{-m_{l}}{x \delta_{l} \theta}\right) \\
& +\left(\frac{-m_{l}}{x \delta_{l} \theta}\right)^{m_{l}} \frac{\Gamma\left(\alpha_{l}\right)}{\Gamma\left(k_{l}\right)}{ }_{1} F_{1}\left(m_{l}, 1-\alpha_{l} ; \frac{-m_{l}}{x \delta_{l} \theta}\right) \tag{12}
\end{align*}
$$

( $\alpha_{l}$ non-integer for all $l \in\{1, \ldots, L\}$ ). Due to the assumption of independent fading, the MGF of the instantaneous sum SNR $\gamma_{\mathrm{t}}$ according to (8), $\mathrm{M}_{\gamma_{\mathrm{t}}}(x) \triangleq \mathrm{E}\left\{\mathrm{e}^{x \gamma_{\mathrm{t}}}\right\}$, is given by

$$
\begin{equation*}
\mathrm{M}_{\gamma_{\mathrm{t}}}(x)=\prod_{l=1}^{L}\left(\frac{-m_{l}}{x \delta_{l} \theta}\right)^{k_{l}} U\left(k_{l}, 1+\alpha_{l} ; \frac{-m_{l}}{x \delta_{l} \theta}\right) \tag{13}
\end{equation*}
$$

In the case of i.i.d. fading, the above expression reduces to

$$
\begin{equation*}
\mathrm{M}_{\gamma_{\mathrm{t}}}(x)=\left(\frac{-m}{x \theta}\right)^{k L}\left[U\left(k, 1+\alpha ; \frac{-m}{x \theta}\right)\right]^{L} \tag{14}
\end{equation*}
$$

$\left(k_{1}=\ldots=k_{L} \triangleq k, m_{1}=\ldots=m_{L} \triangleq m, \delta_{1}=\ldots=\delta_{L} \triangleq 1\right)$.

## C. MGF of Sum SNR for Correlated Composite Shadowing and Multipath Fading

In the case of composite shadowing and multipath fading, we assume that the shadowing part is fully correlated, whereas the multipath fading is i.i.d. across the $L$ branches $\left(k_{1}=\ldots=k_{L} \triangleq k, m_{1}=\ldots=m_{L} \triangleq m\right)$. Correspondingly, all

[^2]branches are characterized by the same average SNR, $\bar{\gamma}$, which itself is a random variable with PDF given by (2). Moreover, we have $\overline{\bar{\gamma}}_{1}=\ldots=\overline{\bar{\gamma}}_{L} \triangleq \theta$. The joint PDF of the instantaneous branch SNRs $\gamma_{l}(l \in\{1, \ldots, L\})$, conditioned on the average $\operatorname{SNR} \bar{\gamma}$, is given by
\[

$$
\begin{equation*}
p_{\gamma_{1}, \ldots, \gamma_{L} \mid \bar{\gamma}}\left(\gamma_{1}, \ldots, \gamma_{L} \mid \bar{\gamma}\right)=\prod_{l=1}^{L} p_{\gamma_{l} \mid \bar{\gamma}}\left(\gamma_{l} \mid \bar{\gamma}\right) \tag{15}
\end{equation*}
$$

\]

due to the assumption of independent multipath fading across the $L$ branches. Correspondingly, the conditional MGF of the instantaneous sum SNR $\gamma_{t}$,

$$
\mathrm{M}_{\gamma_{\mathrm{t}} \mid \bar{\gamma}}(x) \triangleq \int_{0}^{\infty} \mathrm{e}^{x \gamma_{\mathrm{t}}} p_{\gamma_{\mathrm{t}} \mid \bar{\gamma}}\left(\gamma_{\mathrm{t}} \mid \bar{\gamma}\right) \mathrm{d} \gamma_{\mathrm{t}}
$$

is given by

$$
\begin{equation*}
\mathrm{M}_{\gamma_{\mathrm{t}} \mid \bar{\gamma}}(x)=\prod_{l=1}^{L} \mathrm{M}_{\gamma_{l} \mid \bar{\gamma}}(x) \tag{16}
\end{equation*}
$$

Based on (1) and [§3.381, no. 4] from [23], the conditional MGF of the instantaneous branch SNR $\gamma_{l}$,

$$
\mathrm{M}_{\gamma_{l} \mid \bar{\gamma}}(x) \triangleq \int_{0}^{\infty} \mathrm{e}^{x \gamma_{l}} p_{\gamma_{l} \mid \bar{\gamma}}\left(\gamma_{l} \mid \bar{\gamma}\right) \mathrm{d} \gamma_{l}
$$

can be calculated as

$$
\begin{equation*}
\mathrm{M}_{\gamma_{l} \mid \bar{\gamma}}(x)=\left(\frac{m}{m-x \bar{\gamma}}\right)^{m}, \quad \operatorname{Re}\{x\}<0 \tag{17}
\end{equation*}
$$

which is the well-known MGF for Nakagami-m fading [21, Ch. 2.2]. Based on (2), (16) and (17), the (unconditional) MGF of $\gamma_{t}$ can be written as

$$
\begin{equation*}
\mathrm{M}_{\gamma_{\mathrm{t}}}(x)=\frac{1}{\Gamma(k) \theta^{k}} \int_{0}^{\infty} \frac{\bar{\gamma}^{k-1}}{\left(1-\frac{x}{m} \bar{\gamma}\right)^{m L}} \cdot \mathrm{e}^{-\bar{\gamma} / \theta} \mathrm{d} \bar{\gamma} \tag{18}
\end{equation*}
$$

Assuming that $m$ is a finite non-integer value ${ }^{4}$ and employing [ $\S 3.383$, no. 5] from [23], we find the following closed-form expression for the MGF of $\gamma_{t}$ :

$$
\begin{align*}
& \mathrm{M}_{\gamma_{\mathrm{t}}}(x)=(k)_{-m L} \cdot(m L)_{1-k} \\
& \times\left[\left(\frac{-m}{x \theta}\right)^{m L} \frac{\Gamma(m L) \Gamma(1-m L)}{\Gamma(1-k)} \cdot L_{-m L}^{-\Delta_{k, m}}\left(\frac{-m}{x \theta}\right)\right. \\
&\left.\quad-\left(\frac{-m}{x \theta}\right)^{k} \frac{\Gamma(k) \Gamma(1-k)}{\Gamma(1-m L)} \cdot L_{-k}^{\Delta_{k, m}}\left(\frac{-m}{x \theta}\right)\right],  \tag{19}\\
& \theta<\infty, \operatorname{Re}\{x\}<0,
\end{align*}
$$

where $(x)_{\nu} \triangleq \Gamma(x+\nu) / \Gamma(x)$ denotes the Pochhammer symbol and $L_{a}^{b}(x)$ the generalized Laguerre function. Moreover, we have used the identity $\Gamma(x) \Gamma(1-x)=\pi / \sin (\pi x)$ for the Gamma function and introduced the short-hand notation $\Delta_{k, m} \triangleq k-m L$. Note that (14) and (19) are quite different, even though they are based on identical parameters $k, m$, and $\theta$. This is due to the fading correlations taken into account in (19),

[^3]but not in (14). Finally, we note that similar to Section II-B, the MGF (19) can again be expressed in terms of the Kummer confluent hypergeometric function ${ }_{1} F_{1}(a, b ; x)$ :
\[

$$
\begin{align*}
& \mathrm{M}_{\gamma_{\mathrm{t}}}(x)=\Gamma\left(\Delta_{k, m}\right) \\
& \times\left[\left(\frac{-m}{x \theta}\right)^{m L} \frac{1}{\Gamma(k)}{ }_{1} F_{1}\left(m L, 1-\Delta_{k, m} ; \frac{-m}{x \theta}\right)\right. \\
&-\left(\frac{-m}{x \theta}\right)^{k} \frac{1}{\Gamma(m L)} \frac{\Gamma\left(1-\Delta_{k, m}\right)}{\Gamma\left(1+\Delta_{k, m}\right)}  \tag{20}\\
&\left.\times{ }_{1} F_{1}\left(k, 1+\Delta_{k, m} ; \frac{-m}{x \theta}\right)\right]
\end{align*}
$$
\]

where $\Delta_{k, m}$ must be non-integer. ${ }^{5}$ In order to arrive at (20), we have used the relation [§13.6.9] from [24, Ch. 13] (see also [26])

$$
\begin{equation*}
L_{a}^{b}(x)=\frac{(b+1)_{a}}{\Gamma(a+1)}{ }_{1} F_{1}(-a, b+1 ; x) \tag{21}
\end{equation*}
$$

for non-integer values of $b$.

## III. Performance Analysis for the Binary Case

In this section, we will derive closed-form BEP expressions for binary DPSK/non-coherent FSK modulation over $L$ generalized $K$-fading branches with EGC at the receiver. As earlier, we start with the case of i.n.d. fading across branches. Subsequently, we turn to the case of composite shadowing and multipath fading with fully correlated shadowing part.

## A. BEP for the Case of I.N.D. Fading

Considering binary DPSK/non-coherent FSK modulation over $L$ branches with (post-detection) EGC at the receiver, the instantaneous EGC output SNR is given by $\gamma_{\mathrm{t}} \triangleq \sum_{l=1}^{L} \gamma_{l}$ [21, Ch. 9.4], where $\gamma_{l}$ denotes the instantaneous SNR associated with the $l$ th branch. For a fixed value of $\gamma_{t}$, the BEP of binary DPSK/non-coherent FSK modulation over $L$ branches with EGC at the receiver is given by [27, Ch. 14.4]

$$
\begin{align*}
P_{\mathrm{b}}\left(\gamma_{\mathrm{t}}\right) & =\frac{1}{2^{2 L-1}} \mathrm{e}^{-g \gamma_{\mathrm{t}}} \sum_{l=0}^{L-1} c_{l}\left(g \gamma_{\mathrm{t}}\right)^{l}  \tag{22}\\
c_{l} & \triangleq \frac{1}{l!} \sum_{\kappa=0}^{L-1-l}\binom{2 L-1}{\kappa}
\end{align*}
$$

where $g \triangleq 1$ for binary DPSK and $g \triangleq 1 / 2$ for binary noncoherent FSK modulation. In order to derive a closed-form expression for the average BEP $\bar{P}_{\mathrm{b}}(\theta) \triangleq \mathrm{E}_{\gamma_{\mathrm{t}}}\left\{P_{\mathrm{b}}\left(\gamma_{\mathrm{t}}\right)\right\}$, we first note that the joint PDF of the instantaneous branch SNRs $\gamma_{l}$ $(l \in\{1, \ldots, L\})$ is given by

$$
\begin{equation*}
p_{\gamma_{1}, \ldots, \gamma_{L}}\left(\gamma_{1}, \ldots, \gamma_{L}\right)=\prod_{l=1}^{L} p_{\gamma_{l}}\left(\gamma_{l}\right) \tag{23}
\end{equation*}
$$

due to the assumption of independent fading across the $L$ branches. Second, we define the index vector

$$
\boldsymbol{\kappa} \triangleq\left[\kappa_{1}, \ldots, \kappa_{L}\right] \in \mathbb{N}_{0}^{L}
$$

[^4]and the index set
$$
\mathbb{K}_{l} \triangleq\left\{\boldsymbol{\kappa} \in \mathbb{N}_{0}^{L} \mid \kappa_{1}+\cdots+\kappa_{L}=l\right\}
$$
where $\mathbb{N}_{0}$ denotes the set of all integers greater than or equal to zero. Finally, we note that the term $\gamma_{\mathrm{t}}^{l}$ can be expressed as [24, Ch. 24.1.2]
\[

$$
\begin{equation*}
\gamma_{\mathrm{t}}^{l}=\left(\gamma_{1}+\cdots+\gamma_{L}\right)^{l}=\sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\boldsymbol{\kappa}} \gamma_{1}^{\kappa_{1}} \cdots \gamma_{L}^{\kappa_{L}} \tag{24}
\end{equation*}
$$

\]

where $\binom{l}{\kappa} \triangleq l!/\left(\kappa_{1}!\cdots \kappa_{L}!\right)$. Based on the above findings, the average BEP $\bar{P}_{\mathrm{b}}(\theta)$ can be written as

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta)= & \frac{1}{2^{2 L-1}} \sum_{l=0}^{L-1} c_{l} g^{l} \sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\boldsymbol{\kappa}}  \tag{25}\\
& \times\left(\prod_{\lambda=1}^{L} \int_{0}^{\infty} \mathrm{e}^{-g \gamma_{\lambda}} \gamma_{\lambda}^{\kappa \lambda} p_{\gamma_{\lambda}}\left(\gamma_{\lambda}\right) \mathrm{d} \gamma_{\lambda}\right) .
\end{align*}
$$

Plugging in (5) for the PDFs $p_{\gamma_{\lambda}}\left(\gamma_{\lambda}\right), \lambda \in\{1, \ldots, L\}$, and employing [§6.643, no. 3] from [23] in conjunction with (9), we obtain for the average BEP the following closed-form expression:

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta)= & \frac{1}{2^{2 L-1}} \sum_{l=0}^{L-1} c_{l} \sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\boldsymbol{\kappa}}  \tag{26}\\
& \times\left(\prod_{\lambda=1}^{L}\left(k_{\lambda}\right)_{\kappa_{\lambda}}\left(m_{\lambda}\right)_{\kappa_{\lambda}}\left(\frac{m_{\lambda}}{g \delta_{\lambda} \theta}\right)^{k_{\lambda}}\right. \\
& \left.\times U\left(k_{\lambda}+\kappa_{\lambda}, 1+\alpha_{\lambda} ; \frac{m_{\lambda}}{g \delta_{\lambda} \theta}\right)\right)
\end{align*}
$$

For the special case of i.i.d. fading, where $k_{1}=\ldots=k_{L} \triangleq k$, $m_{1}=\ldots=m_{L} \triangleq m, \alpha \triangleq k-m$, and $\delta_{1}=\ldots=\delta_{L}=1$, (26) simplifies to

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta)= & \frac{1}{2^{2 L-1}}\left(\frac{m}{g \theta}\right)^{k L} \sum_{l=0}^{L-1} c_{l} \sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\kappa}  \tag{27}\\
& \times\left(\prod_{\lambda=1}^{L}(k)_{\kappa_{\lambda}}(m)_{\kappa_{\lambda}} \cdot U\left(k+\kappa_{\lambda}, 1+\alpha ; \frac{m}{g \theta}\right)\right)
\end{align*}
$$

Finally, for the special case $L=1$, (22) reduces to $P_{\mathrm{b}}\left(\gamma_{\mathrm{t}}\right)=$ $P_{\mathrm{b}}\left(\gamma_{1}\right)=\frac{1}{2} \mathrm{e}^{-g \gamma_{1}}$, and $\bar{P}_{\mathrm{b}}(\theta)$ can be evaluated as

$$
\begin{equation*}
\bar{P}_{\mathrm{b}}(\theta)=\frac{1}{2}\left(\frac{m}{g \theta}\right)^{k} U\left(k, 1+\alpha ; \frac{m}{g \theta}\right) . \tag{28}
\end{equation*}
$$

For comparison, in the case of i.i.d. Rayleigh fading the average BEP $\bar{P}_{\mathrm{b}}(\theta)$ is given by [27, Ch. 14.4]

$$
\begin{equation*}
\bar{P}_{\mathrm{b}}(\theta)=\frac{1}{2^{2 L-1}(L-1)!(1+g \theta)^{L}} \sum_{l=0}^{L-1} c_{l}(L-1+l)!\left(\frac{g \theta}{1+g \theta}\right)^{l} \tag{29}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\bar{P}_{\mathrm{b}}(\theta)=\frac{1}{2(1+g \theta)} \tag{30}
\end{equation*}
$$

for the special case $L=1$.

## B. BEP for Correlated Composite Shadowing and Multipath Fading

In the case of composite shadowing and multipath fading, we again assume that the shadowing part is fully correlated, whereas the multipath fading is i.i.d. across the $L$ branches. In order to arrive at a closed-form expression for the average BEP $\bar{P}_{\mathrm{b}}(\theta)$, we first average (22) over the instantaneous branch SNRs $\gamma_{l}$, while conditioning on $\bar{\gamma}$. In the final step, the resulting conditional BEP, denoted as $\bar{P}_{\mathrm{b}}(\bar{\gamma})$, is then averaged over $\bar{\gamma}$.

Similar to (25), the conditional BEP $\bar{P}_{\mathrm{b}}(\bar{\gamma})$ can be written as

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\bar{\gamma})= & \frac{1}{2^{2 L-1}} \sum_{l=0}^{L-1} c_{l} g^{l} \sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\kappa}  \tag{31}\\
& \times\left(\prod_{\lambda=1}^{L} \int_{0}^{\infty} \mathrm{e}^{-g \gamma_{\lambda}} \gamma_{\lambda}^{\kappa_{\lambda}} p_{\gamma_{\lambda} \mid \bar{\gamma}}\left(\gamma_{\lambda} \mid \bar{\gamma}\right) \mathrm{d} \gamma_{\lambda}\right)
\end{align*}
$$

where we have used that the joint $\operatorname{PDF} p_{\gamma_{1}, \ldots, \gamma_{L} \mid \bar{\gamma}}\left(\gamma_{1}, \ldots, \gamma_{L} \mid \bar{\gamma}\right)$, conditioned on the average $\operatorname{SNR} \bar{\gamma}$, can be written as the product of the conditional PDFs $p_{\gamma_{l} \mid \bar{\gamma}}\left(\gamma_{l} \mid \bar{\gamma}\right)$ of the instantaneous branch SNRs $\gamma_{l}(l \in\{1, \ldots, L\})$, cf. (15). Plugging in (1) for the conditional PDFs $p_{\gamma_{l} \mid \bar{\gamma}}\left(\gamma_{l} \mid \bar{\gamma}\right)$ and employing [ $\S 3.381$, no. 4] from [23], we find the following expression for $\bar{P}_{\mathrm{b}}(\bar{\gamma})$ :

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\bar{\gamma})= & \frac{1}{2^{2 L-1}}\left(\frac{m^{m}}{\Gamma(m)}\right)^{L} \sum_{l=0}^{L-1} c_{l} g^{l} \sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\boldsymbol{\kappa}}  \tag{32}\\
& \times\left(\prod_{\lambda=1}^{L} \Gamma\left(m+\kappa_{\lambda}\right) \frac{\bar{\gamma}^{\kappa_{\lambda}}}{(g \bar{\gamma}+m)^{m+\kappa_{\lambda}}}\right)
\end{align*}
$$

( $m_{1}=\ldots=m_{L} \triangleq m$ ). Based on the PDF (2) of the average SNR $\bar{\gamma}$, the average BEP $\bar{P}_{\mathrm{b}}(\theta) \triangleq \mathrm{E}_{\bar{\gamma}}\left\{\bar{P}_{\mathrm{b}}(\bar{\gamma})\right\}$ can be written as

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta)= & \frac{1}{2^{2 L-1}} \frac{1}{\Gamma(k)(\Gamma(m))^{L} \theta^{k}} \sum_{l=0}^{L-1} c_{l} g^{l} \sum_{\boldsymbol{\kappa} \in \mathbb{K}_{l}}\binom{l}{\boldsymbol{\kappa}} \\
& \times \frac{\prod_{\lambda=1}^{L} \Gamma\left(m+\kappa_{\lambda}\right)}{m^{l}} \int_{0}^{\infty} \frac{\bar{\gamma}^{k+l-1} \cdot \mathrm{e}^{-\bar{\gamma} / \theta}}{\left(\frac{g}{m} \bar{\gamma}+1\right)^{m L+l}} \mathrm{~d} \bar{\gamma} . \tag{33}
\end{align*}
$$

Employing [§3.383, no. 5] from [23] and assuming that (i) $m$ is a finite non-integer value and (ii) $k \neq m L$, we find the following closed-form expression for the average BEP $\bar{P}_{\mathrm{b}}(\theta)$ :

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta)= & \frac{1}{2^{2 L-1}} \frac{1}{\Gamma(k)} \frac{\pi}{\sin \left(\pi \Delta_{k, m}\right)} \sum_{l=0}^{L-1} c_{l}  \tag{34}\\
\times & {\left[\sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\boldsymbol{\kappa}}\left(\prod_{\lambda=1}^{L}(m)_{\kappa_{\lambda}}\right)\right] } \\
\times & {\left[\left(\frac{m}{g \theta}\right)^{m L} \frac{\Gamma\left(1-\varphi_{m, l}\right)}{\Gamma\left(1-\psi_{k, l}\right)} L_{-\varphi_{m, l}}^{-\Delta_{k, m}}\left(\frac{m}{g \theta}\right)\right.} \\
& \left.-\left(\frac{m}{g \theta}\right)^{k} \frac{\sin \left(\pi \varphi_{m, l}\right)}{\sin \left(\pi \psi_{k, l}\right)} L_{-\psi_{k, l}}^{\Delta_{k, m}}\left(\frac{m}{g \theta}\right)\right]
\end{align*}
$$

where we have introduced the short-hand notations $\psi_{k, l} \triangleq k+l$ and $\varphi_{m, l} \triangleq m L+l$; thus, $\Delta_{k, m}=\psi_{k, l}-\varphi_{m, l}$. Note again that
(27) and (34) are quite different, due to the fading correlations taken into account in (34). This will also become obvious in the numerical results presented in Section VI.

## IV. Asymptotic Analysis and Diversity Order

The closed-form BEP expressions (26) and (34) are relatively easy to evaluate (using, e.g., mathematical programs such as Maple ${ }^{\text {© }}$ or Mathematica ${ }^{\text {© }}$ ), but involve some non-standard functions. Correspondingly, the primary behavior of the resulting BEP curves is not obvious. In this section, we will therefore study the behavior of (26) and (34) for high SNR values $(\theta \rightarrow \infty)$. In particular, we derive expressions for the resulting (asymptotic) diversity order ${ }^{6}$

$$
\begin{align*}
d & \triangleq \lim _{\theta \rightarrow \infty} d(\theta)  \tag{35}\\
d(\theta) & \triangleq-\frac{\partial \log \left(\bar{P}_{\mathrm{b}}(\theta)\right)}{\partial \log (\theta)} .
\end{align*}
$$

In particular, we show that the diversity order of binary DPSK/ non-coherent FSK modulation is, in fact, the same as that in the case of a coherent transmission scheme.

## A. The Case of Independent Fading

For the ease of exposition, we focus on the case of i.i.d. fading here, i.e., $\overline{\bar{\gamma}}_{1}=\ldots=\overline{\bar{\gamma}}_{L}=\theta, m_{1}=\ldots=m_{L} \triangleq m$, and $k_{1}=\ldots=k_{L} \triangleq k$. An extension to the case of i.n.d. fading is, however, straightforward. In the following, we derive approximate expressions for the average BEP (27), by employing corresponding approximations of the confluent hypergeometric function $U(a, b ; x)$.

Consider first the case where the two fading parameters $k$ and $m$ are different, i.e., $\alpha=k-m \neq 0$. For simplicity, we assume that $\alpha$ is a non-integer value. For $x \rightarrow 0$ and non-integer values of $b$, the confluent hypergeometric function $U(a, b ; x)$ can be approximated using [§13.5.2] from [24, Ch. 13] (see also [28]):

$$
\begin{equation*}
U(a, b ; x) \doteq \frac{\Gamma(1-b)}{\Gamma(1-b+a)}+\frac{\Gamma(b-1)}{\Gamma(a)} x^{1-b} \tag{36}
\end{equation*}
$$

where $\doteq$ denotes asymptotic equality. For $\theta \rightarrow \infty$ and noninteger values of $\alpha$, we thus find

$$
\begin{array}{rl}
\left(\frac{m}{g \theta}\right)^{k} & U\left(k+\kappa_{\lambda}, 1+\alpha ; \frac{m}{g \theta}\right)  \tag{37}\\
& \doteq \frac{\Gamma(-\alpha)}{\Gamma\left(m+\kappa_{\lambda}\right)}\left(\frac{m}{g \theta}\right)^{k}+\frac{\Gamma(\alpha)}{\Gamma\left(k+\kappa_{\lambda}\right)}\left(\frac{m}{g \theta}\right)^{m} \\
& \doteq \frac{\Gamma(|\alpha|)}{\Gamma\left(\xi_{2}+\kappa_{\lambda}\right)}\left(\frac{m}{g \theta}\right)^{\xi_{1}}
\end{array}
$$

where $\xi_{1} \triangleq \min \{k, m\}$ and $\xi_{2} \triangleq \max \{k, m\}$. Thus, the average BEP (27) can be approximated as

$$
\bar{P}_{\mathrm{b}}(\theta) \doteq \frac{1}{2^{2 L-1}}\left(\frac{m}{g \theta}\right)^{\xi_{1} L}\left(\frac{\Gamma(|\alpha|)}{\Gamma\left(\xi_{2}\right)}\right)^{L}
$$

[^5]\[

$$
\begin{equation*}
\times \sum_{l=0}^{L-1} c_{l} \sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\kappa}\left(\prod_{\lambda=1}^{L}\left(\xi_{1}\right)_{\kappa_{\lambda}}\right) \tag{38}
\end{equation*}
$$

\]

From (38) we find

$$
\begin{equation*}
d=\xi_{1} L=\min \{k, m\} \cdot L \tag{39}
\end{equation*}
$$

Note that due to the restrictions on (38), (39) holds only for non-integer values of $\alpha$. Interestingly, the smaller of the two fading parameters, $k$ and $m$, limits the asymptotic diversity order. For example, in the case of cascade Rayleigh/Nakagami- $m$ fading with $k=1$ and $m \geq 1$, the asymptotic diversity order is always given by $d=L$, just as in the case of pure Rayleigh fading, where [27, Ch. 14.4]

$$
\begin{equation*}
\bar{P}_{\mathrm{b}}(\theta) \doteq\left(\frac{1}{2 g \theta}\right)^{L}\binom{2 L-1}{L} \tag{40}
\end{equation*}
$$

Next, consider the case $\alpha=0$, i.e., $k=m$. For $x \rightarrow 0$ and $b=1$, the confluent hypergeometric function $U(a, b ; x)$ can be approximated according to [§13.5.9] from [24, Ch. 13] as

$$
\begin{equation*}
U(a, b ; x) \doteq-\frac{1}{\Gamma(a)}\left(\ln (x)+\Psi(a)+2 \gamma^{\prime}\right) \tag{41}
\end{equation*}
$$

where $\Psi(x)$ again denotes the Digamma function, and $\gamma^{\prime}$ the Euler-Mascheroni constant. For $\theta \rightarrow \infty$ and $\alpha=0$, we thus find

$$
\begin{align*}
&\left(\frac{m}{g \theta}\right)^{k} U\left(k+\kappa_{\lambda}, 1+\alpha\right.\left.; \frac{m}{g \theta}\right)  \tag{42}\\
& \doteq-\frac{1}{\Gamma\left(k+\kappa_{\lambda}\right)}\left[\left(\frac{m}{g \theta}\right)^{k} \ln \left(\frac{m}{g \theta}\right)\right. \\
&\left.+\left(\Psi\left(k+\kappa_{\lambda}\right)+2 \gamma^{\prime}\right)\left(\frac{m}{g \theta}\right)^{k}\right] \\
& \doteq-\frac{1}{\Gamma\left(k+\kappa_{\lambda}\right)}\left(\frac{m}{g \theta}\right)^{k} \ln \left(\frac{m}{g \theta}\right)
\end{align*}
$$

i.e., the average BEP (27) can be approximated as

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta) \doteq & \frac{1}{2^{2 L-1}}\left[-\left(\frac{m}{g \theta}\right)^{k} \ln \left(\frac{m}{g \theta}\right)\right]^{L}  \tag{43}\\
& \times \sum_{l=0}^{L-1} c_{l} \sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\kappa}\left(\prod_{\lambda=1}^{L} \frac{(k)_{\kappa_{\lambda}}(m)_{\kappa_{\lambda}}}{\Gamma\left(k+\kappa_{\lambda}\right)}\right)
\end{align*}
$$

Correspondingly, we find

$$
\begin{equation*}
d(\theta)=\left(k-\frac{1}{\ln (\theta)}\right) L=\left(m-\frac{1}{\ln (\theta)}\right) L \tag{44}
\end{equation*}
$$

i.e., the asymptotic diversity order is given by

$$
\begin{equation*}
d=k L=m L \tag{45}
\end{equation*}
$$

This result is in accordance with [4], where the diversity order of various coherent modulation schemes was determined for the special case of a single branch $(L=1)$ being subject to double Rayleigh fading $(k=m=1)$. Moreover, note that (45) is also in accordance with (39).

Finally, we compare the above results for binary DPSK/noncoherent FSK modulation with the asymptotic diversity order obtained in the case of a coherent transmission scheme. As an example, we consider binary PSK over $L$ i.i.d. generalized $K$-fading links with MRC at the receiver. The corresponding average BEP can be determined via the following finite-range integral [29]:

$$
\begin{equation*}
\bar{P}_{\mathrm{b}}(\theta)=\frac{1}{\pi} \int_{0}^{\pi / 2} \mathrm{M}_{\gamma_{\mathrm{t}}}\left(-\frac{1}{\sin ^{2}(\phi)}\right) \mathrm{d} \phi \tag{46}
\end{equation*}
$$

where the MGF $\mathrm{M}_{\gamma_{t}}(x)$ of the instantaneous MRC output SNR $\gamma_{\mathrm{t}}=\sum_{l=1}^{L} \gamma_{l}$ is given by (14). ${ }^{7}$ As earlier, we assume for simplicity that $\alpha$ is a non-integer value. Based on (36) and employing [ $\S 3.621$, no. 1] from [23], the average BEP (46) for high SNR values $\theta \rightarrow \infty$ can be approximated as

$$
\begin{equation*}
\bar{P}_{\mathrm{b}}(\theta) \doteq \frac{1}{2 \pi}\left(\frac{\Gamma(|\alpha|)}{\Gamma\left(\xi_{2}\right)}\right)^{L}\left(\frac{4 m}{\theta}\right)^{\xi_{1} L} B\left(\xi_{1} L+1 / 2, \xi_{1} L+1 / 2\right) \tag{47}
\end{equation*}
$$

where $B(x, y)$ denotes the Beta function. Correspondingly, the diversity order of binary PSK modulation over $L$ i.i.d. generalized $K$-fading links with MRC at the receiver is given by

$$
\begin{equation*}
d=\xi_{1} L=\min \{k, m\} \cdot L \tag{48}
\end{equation*}
$$

( $\alpha$ non-integer), just as in the case of the considered noncoherent transmission schemes, cf. (39).

## B. Correlated Composite Shadowing and Multipath Fading

Next, we derive an approximate expression for the average BEP (34) for high SNR values $\theta \rightarrow \infty$, by employing a corresponding approximation of the generalized Laguerre function $L_{a}^{b}(x)$. For $x \rightarrow 0$, the generalized Laguerre function $L_{a}^{b}(x)$ can be approximated as [30, Ch. 13.2] (see also [31])

$$
\begin{equation*}
L_{a}^{b}(x) \doteq \frac{(b+1)_{a}}{\Gamma(a+1)} \tag{49}
\end{equation*}
$$

For $\theta \rightarrow \infty$, the average BEP (34) can thus be approximated as

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta) \doteq & \frac{1}{2^{2 L-1}} \frac{\operatorname{sign}\left(\Delta_{k, m}\right)}{\Gamma(k)} \frac{\pi}{\sin \left(\pi \Delta_{k, m}\right)}\left(\frac{m}{g \theta}\right)^{\zeta_{1}} \sum_{l=0}^{L-1} c_{l} \Xi_{l} \\
& \times\left[\sum_{\kappa \in \mathbb{K}_{l}}\binom{l}{\boldsymbol{\kappa}}\left(\prod_{\lambda=1}^{L}(m)_{\kappa_{\lambda}}\right)\right] \frac{\left(1-\left|\Delta_{k, m}\right|\right)_{-\zeta_{1}-l}}{\Gamma\left(1-\psi_{k, l}\right)}, \tag{50}
\end{align*}
$$

where $\zeta_{1} \triangleq \min \{k, m L\}, \operatorname{sign}(x)$ denotes the sign function (i.e., $\operatorname{sign}(x)=+1$ for all $x \geq 0$ and $\operatorname{sign}(x)=-1$ otherwise), and ${ }^{8}$

$$
\Xi_{l} \triangleq\left\{\begin{array}{cc}
\sin \left(\pi \varphi_{m, l}\right) / \sin \left(\pi \psi_{k, l}\right) & \text { for } k<m L  \tag{51}\\
1 & \text { for } k>m L
\end{array}\right.
$$

[^6]Correspondingly, the asymptotic diversity order in the case of correlated composite shadowing and multipath fading is obtained as

$$
\begin{equation*}
d=\zeta_{1}=\min \{k, m L\} \tag{52}
\end{equation*}
$$

This result reveals an interesting interplay between macroscopic diversity due to shadowing effects and microscopic diversity due to multipath fading: the asymptotic diversity order is always limited by either the shadowing effect $(k<m L)$ or the multipath fading ( $m L<k$ ), depending on which one of the two fading effects is more severe.

In order to arrive at (50), we have utilized that for $\theta \rightarrow \infty$ only one of the two $L_{a}^{b}(x)$-terms in (34) dominates, namely the one which is associated with the term $\left(\frac{m}{g \theta}\right)^{\zeta_{1}}$. Correspondingly, if $k \approx m L$ the convergence of the asymptotic solution (50) to the exact expression (34) can be expected to be rather slow, since the dominant term will only emerge for very large values of $\theta$. However, if $k$ and $m L$ are sufficiently different, the convergence of (50) is typically quite fast, as will be seen from the numerical performance results presented in Section VI.

In order to compare the asymptotic diversity order (52) for binary DPSK/non-coherent FSK modulation with that in the case of binary PSK modulation, we first note that (46) is valid for arbitrary fading correlations (if an expression for the MGF $\mathrm{M}_{\gamma_{\mathrm{t}}}(x)$ of the instantaneous MRC output SNR $\gamma_{\mathrm{t}}$ is available). In the case of correlated composite shadowing and multipath fading, the MGF $\mathrm{M}_{\gamma_{\mathrm{t}}}(x)$ is given by (19). Based on (49) and employing [ $\S 3.621$, no. 1] from [23], the average BEP (46) for $\theta \rightarrow \infty$ can be approximated as

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta) \doteq & \frac{\operatorname{sign}\left(\Delta_{k, m}\right)(k)_{-m L} \cdot(m L)_{1-k}}{2 \pi} \\
& \times \frac{\Gamma\left(\zeta_{1}\right)\left(1-\left|\Delta_{k, m}\right|\right)_{-\zeta_{1}}}{\Gamma\left(1-\zeta_{2}\right)}\left(\frac{4 m}{\theta}\right)^{\zeta_{1}}  \tag{53}\\
& \times B\left(\zeta_{1}+1 / 2, \zeta_{1}+1 / 2\right)
\end{align*}
$$

where $\zeta_{2} \triangleq \max \{k, m L\}$. Correspondingly, the diversity order of binary PSK modulation over $L$ correlated composite shadowing/multipath fading links with MRC at the receiver is given by

$$
\begin{equation*}
d=\zeta_{1}=\min \{k, m L\} \tag{54}
\end{equation*}
$$

just as in the case of the non-coherent schemes, cf. (52).

## V. Extensions to $M$-ary Modulation Schemes

The closed-form expressions (13) and (19) for the MGF of the instantaneous sum SNR $\gamma_{t}$ in the case of i.n.d. fading and correlated composite shadowing/multipath fading, respectively, can be utilized to extend our performance analysis in Section III to the case of non-binary transmission schemes. As an example, we will focus on the average BEP of quaternary DPSK modulation with Gray mapping, the average BEP of $M$-ary orthogonal FSK modulation, and the average symbol error probability (SEP) of coherent $M$-ary PSK modulation.

## A. Error Probability for the Case of I.N.D. Fading

In the case of i.n.d. fading, the average BEP of quaternary DPSK modulation with Gray mapping over $L$ branches with
(post-detection) EGC at the receiver is given by [21, Ch. 9.4]

$$
\begin{align*}
& \bar{P}_{\mathrm{b}}(\theta)=\frac{1}{\pi 2^{2 L}} \int_{-\pi}^{\pi} \frac{f(L, \rho ; \phi)}{1+2 \rho \sin (\phi)+\rho^{2}}  \tag{55}\\
& \times \prod_{l=1}^{L} \mathrm{M}_{\gamma_{l}}(-2-\sqrt{2} \sin (\phi)) \mathrm{d} \phi
\end{align*}
$$

where

$$
\begin{gather*}
f(L, \rho ; \phi) \triangleq \sum_{l=1}^{L} c_{l}^{\prime} \cdot\left[a_{1}(\rho) \cdot \cos ((l-1)(\phi+\pi / 2))\right. \\
\left.-a_{2}(\rho) \cdot \cos (l(\phi+\pi / 2))\right]  \tag{56}\\
c_{l}^{\prime} \triangleq\binom{2 L-1}{L-l}  \tag{57}\\
a_{1}(\rho) \triangleq \rho^{-l+1}-\rho^{l+1}  \tag{58}\\
a_{2}(\rho) \triangleq \rho^{-l+2}-\rho^{l}  \tag{59}\\
\rho \triangleq \sqrt{\frac{2-\sqrt{2}}{2+\sqrt{2}}} \tag{60}
\end{gather*}
$$

and $\mathrm{M}_{\gamma_{l}}(x)$ is given by (10). Thus, the average BEP (55) for the case of i.n.d. generalized $K$-fading can be evaluated numerically via a single finite-range integral over known functions. Similarly, the average BEP for $M$-ary orthogonal FSK over $L$ branches with non-coherent detection and EGC at the receiver can be evaluated numerically based on the single finite-range integral expression (9.130) in [21, Ch. 9.4], which again depends on the product of the MGFs $\mathrm{M}_{\gamma_{l}}(x), l \in\{1, \ldots, L\}$. Finally, the average SEP for coherent $M$-ary PSK modulation over $L$ branches with MRC at the receiver can be calculated via the finite-range integral ${ }^{9}$ [29]

$$
\begin{equation*}
\bar{P}_{\mathrm{s}}(\theta)=\frac{1}{\pi} \int_{0}^{(M-1) \pi / M} \prod_{l=1}^{L} \mathrm{M}_{\gamma_{l}}\left(-\frac{\sin ^{2}(\pi / M)}{\sin ^{2}(\phi)}\right) \mathrm{d} \phi \tag{61}
\end{equation*}
$$

For the special case $L=1$, there is also a finite-range integral expression for the average SEP of $M$-ary DPSK modulation [21, Ch. 8.2.5]:

$$
\begin{align*}
& \bar{P}_{\mathrm{s}}(\theta)=  \tag{62}\\
& \frac{1}{\pi} \int_{0}^{(M-1) \pi / M} \mathrm{M}_{\gamma_{1}}\left(-\frac{\sin ^{2}(\pi / M)}{1+\sqrt{1-\sin ^{2}(\pi / M)} \cos (\phi)}\right) \mathrm{d} \phi
\end{align*}
$$

Next, we consider the case of correlated composite shadowing and multipath fading.

## B. Error Probability for Correlated Composite Shadowing and Multipath Fading

As shown in the Appendix, (55) is also valid for the case of fully correlated shadowing/i.i.d. multipath fading. Thus, we have

$$
\begin{align*}
& \bar{P}_{\mathrm{b}}(\theta)=\frac{1}{\pi 2^{2 L}} \int_{-\pi}^{\pi} \frac{f(L, \rho ; \phi)}{1+2 \rho \sin (\phi)+\rho^{2}}  \tag{63}\\
& \times \mathrm{M}_{\gamma_{\mathrm{t}}}(-2-\sqrt{2} \sin (\phi)) \mathrm{d} \phi
\end{align*}
$$
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Fig. 1. Average BEP $\bar{P}_{\mathrm{b}}(\theta)$ versus (normalized) overall average SNR $L \theta$ in dB for the case of i.i.d. double Rayleigh fading $(k=1, m=1)$. Solid lines represent analytical results for binary DPSK (DBPSK) modulation with EGC at the receiver evaluated based on (27)/(28) using the values $k=1.01$ and $m=0.99$. Dashed lines represent corresponding analytical results for the case of i.i.d. Rayleigh fading evaluated based on $(29) /(30)$. Corresponding simulation results for Rayleigh fading and double Rayleigh fading $(k=1, m=1)$ are indicated by markers ' 0 '.
where $\mathrm{M}_{\gamma_{\mathrm{t}}}(x)$ is given by (19). ${ }^{10}$ Similarly, (61) again holds for arbitrary fading correlations, i.e., we have

$$
\begin{equation*}
\bar{P}_{\mathrm{s}}(\theta)=\frac{1}{\pi} \int_{0}^{(M-1) \pi / M} \mathrm{M}_{\gamma_{\mathrm{t}}}\left(-\frac{\sin ^{2}(\pi / M)}{\sin ^{2}(\phi)}\right) \mathrm{d} \phi \tag{64}
\end{equation*}
$$

Based on (19), the average SEP (64) for correlated composite shadowing and multipath fading can thus be evaluated numerically via a single finite-range integral over known functions.

## VI. Numerical Performance Results

In the following, numerical performance results are presented, which illustrate our findings in Sections III-V. In particular, we will present Monte-Carlo simulation results, so as to corroborate our analytical performance results.

## A. The Case of Independent Fading

In the following, we investigate the BEP performance of binary DPSK modulation over $L$ independent generalized $K$-fading branches with EGC at the receiver (cf. Section III-A and Section IV-A). As an example, we focus on the case of i.i.d. cascade Rayleigh/Nakagami- $m$ fading with $k=1$ and $m \geq 1$.

Fig. 1 shows the average BEP $\bar{P}_{\mathrm{b}}(\theta)$ for binary DPSK versus the normalized overall average received SNR $L \theta$ in dB for the case of i.i.d. double Rayleigh fading ( $k=1, m=1$ ). The solid lines represent analytical results for $L \in\{1, \ldots, 4\}$ evaluated based on (27) and (28) using the values $k=1.01$ and $m=0.99 .{ }^{11}$ Corresponding simulation results (for $k=1$ and
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Fig. 2. Average BEP $\bar{P}_{\mathrm{b}}(\theta)$ versus (normalized) overall average SNR $L \theta$ in dB for the case of i.i.d. double Rayleigh fading $(k=1, m=1)$. Solid lines represent analytical results for DBPSK modulation with EGC at the receiver evaluated based on (27)/(28) using the values $k=1.01$ and $m=0.99$. Dashed lines represent corresponding analytical results for coherent binary PSK modulation (BPSK) with MRC at the receiver evaluated based on (14), (46) using numerical integration. Corresponding simulation results for $k=1$ and $m=1$ are indicated by markers ' 0 ' (both for DPSK and PSK modulation).
$m=1$ ), obtained by Monte-Carlo simulations over a large number of independent channel realizations, are indicated by markers ' 0 '. As a reference, we have also included corresponding performance results for i.i.d. Rayleigh-fading ( $L \in\{1, \ldots, 4\}$ ). As can be seen, the relative performance gains obtained for $L>1$ diversity branches are quite similar for double Rayleigh fading and conventional Rayleigh fading. However, in comparison the BEP performance for double Rayleigh fading is significantly worse than that for Rayleigh fading (for all values of $L) .{ }^{12}$ For example, in the case of $L=4$ diversity branches, the performance difference between double Rayleigh fading and conventional Rayleigh fading at a BEP of $10^{-4}$ is about 5.3 dB . Vice versa, in order to achieve a BEP of less than $3 \cdot 10^{-4}$ at a (normalized) overall SNR of 20 dB , one requires $L=4$ diversity branches in the case of double Rayleigh fading, whereas in the case of conventional Rayleigh fading $L=2$ diversity branches are sufficient. Finally, we note that the analytical results and the simulation results are in good agreement, which corroborates our analysis in Section III-A.

In Fig. 2, the average BEP $\bar{P}_{\mathrm{b}}(\theta)$ for binary DPSK modulation with EGC at the receiver is compared to that of coherent binary PSK modulation with MRC at the receiver. As an example, we consider again the case of i.i.d. double Rayleigh fading ( $k=1, m=1$ ). The analytical curves for binary PSK modulation were obtained based on (14) and (46) using numerical integration. As can be seen, the general behavior of the curves for growing values of $L$ is quite similar in the case of binary DPSK and binary PSK modulation. In particular, the asymptotic slopes of the curves are identical in both cases, as predicted by our asymptotic analysis in Section IV-A. Interestingly, the
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Fig. 3. Average BEP $\bar{P}_{\mathrm{b}}(\theta)$ versus (normalized) overall average SNR $L \theta$ in dB for different cases of cascade fading ( $k=1$ and $m \in\{1,3,5\}$ ). Solid lines represent analytical results for DBPSK modulation with EGC at the receiver evaluated based on (27)/(28) using the values $k=1.01$ and $m \in$ $\{0.99,2.99,4.99\}$, respectively. Dashed lines represent corresponding analytical results for coherent BPSK modulation with MRC at the receiver evaluated based on (14), (46) using numerical integration. Corresponding simulation results for $k=1$ and $m \in\{1,3,5\}$ are indicated by markers ' 0 ' (both for DPSK and PSK modulation). The dotted lines represent asymptotic BEP curves for the case $m=3, L=3$ evaluated based on (38) for DPSK modulation and based on (47) for PSK modulation.
performance difference between binary DPSK and binary PSK modulation at high SNR values is about 3.8 dB (for all values of $L$ ), which is slightly larger than the well-known 3 dB difference in the case of conventional Rayleigh fading.

Finally, Fig. 3 compares the average $\operatorname{BEP} \bar{P}_{\mathrm{b}}(\theta)$ of binary DPSK with EGC at the receiver for various examples of i.i.d. cascade Rayleigh/Nakagami- $m$ fading ( $k=1$, $m \in\{1,3,5\}, L \in\{1,3\})$. For the example $m=3$, we have also included the average BEP of coherent binary PSK modulation with MRC at the receiver. Moreover, for the example $m=3$, $L=3$ we have included the asymptotic BEP curves as a reference (dotted lines), which were evaluated based on (38) and (47) for binary DPSK and binary PSK modulation, respectively. As can be seen, the performance of binary DPSK improves significantly, if the fading parameter $m$ is increased from $m=1$ to $m=3$. As opposed to this, increasing $m$ further to $m=5$ yields comparatively small additional performance gains, which indicates that the BEP performance is somewhat limited by the small value of the fading parameter $k$. For the case $L=1$, this can also be seen from (6). The AF expression is clearly dominated by the smaller of the two parameters $k$ and $m$, which is in accordance with our findings concerning the resulting diversity order (Section IV-A). In the considered example, the AF expression is dominated by parameter $k$ (due to the term $1 / k)$. Correspondingly, an increase of $m$ from $m=3$ to $m=5$, which reduces the AF from 1.667 to 1.4, yields only small performance improvements in this example.

Another interesting observation from Fig. 3 is that the performance difference between binary DPSK and binary PSK modulation at high SNR values is slightly reduced if the fading pa-


Fig. 4. Average BEP $\bar{P}_{\mathrm{b}}(\theta)$ versus (normalized) overall average SNR $L \theta$ in dB for the case $k=3$ and $m=1$ (mild shadowing). Solid lines represent analytical results for DBPSK modulation with EGC at the receiver evaluated based on (34) using the values $k=3.01$ and $m=0.99$. Dashed lines represent corresponding analytical results for coherent BPSK modulation with MRC at the receiver evaluated based on (19), (46) using numerical integration. Corresponding simulation results for $k=3$ and $m=1$ are indicated by markers ' $o$ ' (both for DPSK and PSK modulation).
rameter $m$ is increased. For example, in the case $m=3$ the performance difference is about 3.3 dB , as opposed to 3.8 dB in the case of double Rayleigh fading, cf. Fig. 2. Finally, we again note that the analytical results (evaluated based on (27) and (28) using the values $k=1.01$ and $m \in\{0.99,2.99,4.99\}$ ) and the simulation results for $k=1$ and $m \in\{1,3,5\}$ are in good agreement for all considered cases. Moreover, the asymptotic BEP curves accurately represent the behavior at high SNR values, which corroborates our asymptotic analysis in Section IV-A.

## B. Correlated Composite Shadowing and Multipath Fading

Next, we consider the BEP performance of binary DPSK modulation over $L$ diversity branches that are subject to correlated composite shadowing and multipath fading (cf. Section III-B and IV-B). Fig. 4 presents numerical results for the average BEP $\bar{P}_{\mathrm{b}}(\theta)$ as a function of the normalized overall average received SNR $L \theta$ in dB for the case $k=3$ and $m=1$ (mild shadowing) and $L \in\{1, \ldots, 4\}$. Solid lines represent analytical results evaluated based on (34), using the values $k=3.01$ and $m=0.99$. Dashed lines represent analytical results for coherent binary PSK modulation with MRC at the receiver (for the cases $L \in\{1,3,4\}$ ), evaluated based on (19) and (46) using the same values $k=3.01$ and $m=0.99$. Corresponding simulation results for $k=3$ and $m=1$, obtained by Monte-Carlo simulations over a large number of independent channel realizations, are indicated by markers ' 0 ' (both for DPSK and PSK modulation). As can be seen, the analytical results and the simulation results are in good agreement, which corroborates our analysis in Section III-B. Note that significant diversity gains are accomplished in the case $L>1$, both in the case of DPSK and PSK modulation. As can be seen, the general behavior of the BEP curves is the same for coherent and non-coherent transmission


Fig. 5. Average BEP $\bar{P}_{\mathrm{b}}(\theta)$ versus (normalized) overall average SNR $L \theta$ in dB for the case $k=3$ and $m=1$ (mild shadowing). Solid lines represent analytical results for DBPSK modulation with EGC at the receiver, evaluated based on (34) using the values $k=3.01$ and $m=0.99$. Dashed lines represent corresponding asymptotic results evaluated based on (50).
(similar to the case of i.i.d. cascade Rayleigh/Nakagami- $m$ fading). The asymptotic advantage of binary PSK over binary DPSK modulation is about 3 dB , similar to the case of pure Rayleigh fading.

In Fig. 5, we compare the exact analytical BEPs for DPSK modulation according to (34) with the asymptotic BEPs according to (50). ${ }^{13}$ As earlier, the values $k=3.01$ and $m=0.99$ were employed for evaluating the expressions (34) and (50). It can be seen that convergence is comparatively fast for the cases $L=2$ and $L=4$. In particular, the BEP curves exhibit the predicted diversity orders of $d=2 m=2$ and $d=k=3$, respectively. However, as discussed in Section IV-B, in the case $L=3$ convergence is very slow, since $k \approx m L$. In this example, (normalized) SNR values on the order of 100 dB are required, until the exact analytical BEP (34) approaches the asymptotic BEP (50) and assumes the predicted asymptotic diversity order of $d=3 m \approx k \approx 3$. Note that since the maximum diversity order is accomplished for $L=3$, the relative performance advantage of $L>3$ branches is comparatively small in this example.

Finally, in Fig. 6 numerical performance results for the case $k=1$ and $m=3$ (moderate shadowing) and $L \in\{1,4\}$ are presented. Again it can be seen that the analytical results (solid lines for binary DPSK and dashed lines for binary PSK modulation) and the simulation results (markers 'o') are in good agreement. The analytical results for binary DPSK and binary PSK modulation were again evaluated based on (34) and (19), (46), respectively, using the values $k=1.01$ and $m=2.99$. Interestingly, in contrast to the case of mild shadowing, in this example $L>1$ branches offer no diversity benefit at all. As can be seen, in the case of binary DPSK modulation the BEP curve for $L=4$ is even slightly worse than the BEP curve for
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Fig. 6. Average BEP $\bar{P}_{\mathrm{b}}(\theta)$ versus (normalized) overall average SNR $L \theta$ in dB for the case $k=1$ and $m=3$ (moderate shadowing). Solid lines represent analytical results for DBPSK modulation with EGC at the receiver evaluated based on (34) using the values $k=1.01$ and $m=2.99$. Dashed lines represent corresponding analytical results for coherent BPSK modulation with MRC at the receiver evaluated based on (19), (46) using numerical integration. Corresponding simulation results for $k=1$ and $m=3$ are indicated by markers ' o ' (both for DPSK and PSK modulation). The dotted lines represent asymptotic BEP curves for the case $L=4$ evaluated based on (50) for DPSK modulation and based on (53) for PSK modulation.
$L=1$ (since due to the SNR normalization the average branch SNR scales with $1 / L$ ). The BEP curves for $L=2$ and $L=3$ (not depicted) lie in between the curves for $L=1$ and $L=4$. As predicted by the asymptotic BEP (50), included here for the case $L=4$ (dotted line), the BEP curves of binary DPSK for $L \geq 1$ branches are all characterized by the same asymptotic diversity order of $d=k=1$. Also note that the convergence of the asymptotic BEP (50) to the exact BEP (34) is comparatively fast in this example. Moreover, we note that while in the case of binary PSK modulation the asymptotic diversity order is the same as for binary DPSK modulation, the order of the curves is swapped here, i.e., $L=4$ offers a slight performance advantage over $L=1$ (the BEP curves for $L=2$ and $L=3$ were again found in between the curves for $L=1$ and $L=4$ ). Finally, we note that in the case of severe shadowing (not depicted), the BEP curves were found to exhibit a very similar behavior to that in Fig. 6. For example, for $k=0.5$ and $m=3$ we found that the curves for $L=1$ to $L=4$ are similarly close as in Fig. 6 (both for binary DPSK and for binary PSK modulation) and that the relative performance of binary DPSK and for binary PSK modulation is comparable. Moreover, we again found that increasing the number of diversity branches leads to slight performance improvements in the case of binary PSK and to slight performance degradations in the case of binary PSK modulation. The main difference compared to the case $k=1$ is that for $k=0.5$ the BEP curves exhibit a reduced diversity order of 0.5 for all $L \in\{1, \ldots, 4\}$ (as expected), which leads to significant performance degradations for all curves.

The above behavior in the presence of moderate or severe shadowing can again be illustrated by considering the corre-


Fig. 7. Average BEP $\bar{P}_{\mathrm{b}}(\theta)$ versus (normalized) overall average SNR per bit $L \theta / 2$ in dB for the case of cascade fading with $k=1$ and $m=3$. Solid lines represent analytical results for quaternary DPSK (DQPSK) modulation with EGC at the receiver evaluated based on (14) and (55) using the values $k=1.01$ and $m=2.99$. Dashed lines represent corresponding analytical results for coherent quaternary PSK (QPSK) modulation with MRC at the receiver evaluated based on (14) and (46) using numerical integration. Corresponding simulation results for $k=1$ and $m=3$ are indicated by markers ' 0 ' (both for DPSK and PSK modulation).
sponding AF expression [12]:

$$
\begin{equation*}
\mathrm{AF}=\frac{1}{k}+\frac{1}{m L}+\frac{1}{k m L} \tag{65}
\end{equation*}
$$

As can be seen, in the case of moderate or severe shadowing ( $k \leq 1$ ), the AF expression is clearly dominated by parameter $k$, which explains why increasing the number of diversity branches, $L$, does not offer any notable performance improvements in the above examples. For example, if $k=0.5$, increasing the number of diversity branches from $L=1$ to $L=4$ reduces the AF from 3 to 2.25 , which is still a significant value compared, e.g., to Rayleigh fading $(\mathrm{AF}=1)$. This finding implies that one would require macroscopic diversity (e.g., through spatially separated antennas) in addition to microscopic diversity, in order to overcome the effects of shadowing. This issue has been addressed in [17], based on a partially correlated generalized $K$-fading model. Note that the limiting case of uncorrelated shadowing is already covered by our results on i.n.d. generalized $K$-fading, although we have related this case to a cascade-fading scenario throughout this paper.

## C. Performance of M-ary Modulation Schemes

Finally, we present some numerical performance results for $M-$ ary modulation. As an example, we focus on the case of quaternary DPSK and coherent quaternary PSK modulation over $L$ i.i.d. cascade Rayleigh/Nakagami- $m$ fading branches with $k=1$ and $m=3$. Fig. 7 displays the corresponding average BEPs $\bar{P}_{\mathrm{b}}(\theta)$ versus the normalized overall average received SNR per bit $L \theta / 2$ in dB for $L \in\{1, \ldots, 4\}$ diversity branches. The analytical results for quaternary DPSK modulation with EGC at the receiver (solid lines) were evaluated based on (14)
and (55) via numerical integration using the values $k=1.01$ and $m=2.99$. The analytical results for coherent quaternary PSK modulation with MRC at the receiver (dashed lines) were evaluated based on (14) and (46), exploiting the fact that the average BEP of quaternary PSK with Gray mapping is identical to that of binary PSK modulation. As can be seen, the basic behavior of the BEP curves is very similar to the case of binary DPSK/PSK modulation. ${ }^{14}$ In particular, the asymptotic slope of the BEP curves as well as the performance difference between quaternary DPSK and quaternary PSK modulation is the same as in the case of binary transmission (cf. Fig. 3). Again, we note that the analytical results and the simulation results are in good agreement, which corroborates our analysis in Section V.

## VII. Conclusions

The generalized $K$-fading model, which is characterized by two fading parameters, $k>0$ and $m>0$, is versatile enough to cover both scenarios with cascade multipath fading and scenarios with composite shadowing and multipath fading. In this paper, we have derived closed-form expressions for the BEP of binary DPSK modulation and binary non-coherent FSK modulation over $L$ generalized $K$-fading links. In particular, we have considered the case of independent fading across links, which is relevant for cascade multipath fading scenarios, and the case of correlated composite shadowing and multipath fading. Moreover, we have conducted an asymptotic performance analysis for high SNR values and have studied the resulting diversity orders for various cases. We have also discussed the extension of our results to $M$-ary modulation schemes.

Our results have shown that there is an interesting interplay between the two fading parameters $k$ and $m$. In the case of independent fading, the smaller of the two fading parameters limits the asymptotic diversity order. Similarly, in the case of correlated composite shadowing and multipath fading, the asymptotic diversity order is always limited by either the shadowing effect or the multipath fading, depending on which one of the two fading effects is more severe. Moreover, for both scenarios we have shown that the diversity order of the considered noncoherent transmission schemes is, in fact, the same as in the case of a coherent transmission scheme. Finally, numerical performance results were presented, in order to illustrate the above findings, and our analytical performance results were corroborated by means of Monte-Carlo simulations.
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## Appendix

In the following, we prove the validity of (63) for the case of fully correlated shadowing/i.i.d. multipath fading, by extending the derivation of (55) presented in [21, Ch. 9.4] accordingly.

Given a fixed value of the instantaneous EGC output $\operatorname{SNR} \gamma_{t}$, the BEP of quaternary DPSK modulation with Gray mapping over $L$ branches with EGC at the receiver can be written as

$$
\begin{align*}
\bar{P}_{\mathrm{b}}\left(\gamma_{\mathrm{t}}\right)= & \frac{1}{\pi 2^{2 L}} \int_{-\pi}^{\pi} \frac{f(L, \rho ; \phi)}{1+2 \rho \sin (\phi)+\rho^{2}}  \tag{66}\\
& \times \prod_{l=1}^{L} \exp \left(-\frac{b^{2} \gamma_{l}}{2}\left(1+2 \rho \sin (\phi)+\rho^{2}\right)\right) \mathrm{d} \phi
\end{align*}
$$

where $f(L, \rho ; \phi)$ and $\rho$ are given by (56) and (60), respectively, and $b \triangleq \sqrt{2+\sqrt{2}}$ [21, Ch. 9.4]. The average BEP $\bar{P}_{\mathrm{b}}(\theta)$ can thus be written as

$$
\begin{align*}
\bar{P}_{\mathrm{b}}(\theta)=\int_{0}^{\infty} \cdots \int_{0}^{\infty} & \bar{P}_{\mathrm{b}}\left(\gamma_{\mathrm{t}}\right) \int_{0}^{\infty} \prod_{l=1}^{L} p_{\gamma_{l} \mid \bar{\gamma}}\left(\gamma_{l} \mid \bar{\gamma}\right) \\
& \times p_{\bar{\gamma}}(\bar{\gamma}) \mathrm{d} \bar{\gamma} \mathrm{~d} \gamma_{1} \cdots \gamma_{L} \tag{67}
\end{align*}
$$

where we have used that the joint $\operatorname{PDF} p_{\gamma_{1}, \ldots, \gamma_{L} \mid \bar{\gamma}}\left(\gamma_{1}, \ldots, \gamma_{L} \mid \bar{\gamma}\right)$, conditioned on the average $\operatorname{SNR} \bar{\gamma}$, can be written as the product of the conditional PDFs $p_{\gamma_{l} \mid \bar{\gamma}}\left(\gamma_{l} \mid \bar{\gamma}\right)$ of the instantaneous branch SNRs $\gamma_{l}(l \in\{1, \ldots, L\})$, cf. (15). Using (66) one obtains

$$
\begin{align*}
& \bar{P}_{\mathrm{b}}(\theta)= \frac{1}{\pi 2^{2 L}} \int_{-\pi}^{\pi} \frac{f(L, \rho ; \phi)}{1+2 \rho \sin (\phi)+\rho^{2}}  \tag{68}\\
& \times \int_{0}^{\infty} {\left[\prod_{l=1}^{L} \int_{0}^{\infty} \exp \left(-\frac{b^{2} \gamma_{l}}{2}\left(1+2 \rho \sin (\phi)+\rho^{2}\right)\right)\right.} \\
&\left.\times p_{\gamma_{l} \mid \bar{\gamma}}\left(\gamma_{l} \mid \bar{\gamma}\right) \mathrm{d} \gamma_{l}\right] p_{\bar{\gamma}}(\bar{\gamma}) \mathrm{d} \bar{\gamma} \mathrm{~d} \phi \\
&= \frac{1}{\pi 2^{2 L}} \int_{-\pi}^{\pi} \frac{f(L, \rho ; \phi)}{1+2 \rho \sin (\phi)+\rho^{2}} \\
& \times \int_{0}^{\infty}\left[\mathrm{M}_{\gamma_{l} \mid \bar{\gamma}}\left(-\frac{b^{2}}{2}\left(1+2 \rho \sin (\phi)+\rho^{2}\right)\right)\right]^{L} \\
& \times p_{\bar{\gamma}}(\bar{\gamma}) \mathrm{d} \bar{\gamma} \mathrm{~d} \phi \\
&= \frac{1}{\pi 2^{2 L}} \int_{-\pi}^{\pi} \frac{f(L, \rho ; \phi)}{1+2 \rho \sin (\phi)+\rho^{2}} \\
& \times \mathrm{M}_{\gamma_{t}}\left(-\frac{b^{2}}{2}\left(1+2 \rho \sin (\phi)+\rho^{2}\right)\right) \mathrm{d} \phi,
\end{align*}
$$
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[^1]:    ${ }^{1}$ We note that the principal form of the PDFs (1) and (2) is identical. This can be seen when replacing parameter $\overline{\bar{\gamma}}$ in (2) by a normalized parameter $\overline{\bar{\gamma}}^{\prime} \triangleq$ $k \overline{\bar{\gamma}}$. Consequently, the parameters $k$ and $m$ are, in principle, interchangeable. Since the definition of the constituent PDF (2) - with parameter $\overline{\bar{\gamma}}$ instead of $\overline{\bar{\gamma}}^{\prime}$ - seems more consistent with the literature (see, e.g., [12]), we employ this definition throughout this paper, rather than choosing an identical form similar to (1) for both constituent PDFs (as, for example, done in [15]). In the context of the composite shadowing/multipath fading model, parameter $k$ (related to (2)) is thus referred to as Gamma-shadowing parameter throughout this paper, and parameter $m$ (related to (1)) is referred to as Nakagami-fading parameter. Moreover, parameter $\overline{\bar{\gamma}}$ is referred to as 'normalized average SNR' throughout this paper (since $\overline{\bar{\gamma}}=\mathrm{E}\{\bar{\gamma}\} / k=\overline{\bar{\gamma}}^{\prime} / k$ ).

[^2]:    ${ }^{2} U(a, b ; x)$ is also known as Kummer's function of the second kind or Tricomi's confluent hypergeometric function.
    ${ }^{3}$ Recently, for the special case $m=1$ an alternative expression for the MGF $(10) /(12)$ was presented in [8], which is based on the two-parameter exponential integral function $\operatorname{Ei}(a, x)$. Similarly, for the special case $m=1$ an expression based on the incomplete Gamma function $\Gamma(a, x)$ was presented in [10]. Finally, for the general case an alternative expression for the MGF (10)/(12), which is based on the Whittaker function $W_{\lambda, \mu}(x)$, was presented in [13].

[^3]:    ${ }^{4}$ As will be seen in Section VI, error probabilities for values $m \in \mathbb{N}$, where $\mathbb{N}$ denotes the set of all integers greater than zero, can typically be evaluated with a high accuracy by replacing $m$ with a slightly different value $m \pm \epsilon \notin \mathbb{N}$, where $\epsilon>0$ is a small perturbation value.

[^4]:    ${ }^{5}$ A corresponding expression to (20) for the special case $m=1$ can be found in [10].

[^5]:    ${ }^{6}$ The (asymptotic) diversity order is the negative slope of the BEP curve for high SNR values on a $\log -\log$ scale. It has been shown to be a useful measure for characterizing the principal behavior of digital transmission schemes over various fading channels [27, Ch. 14.4].

[^6]:    ${ }^{7}$ It is worth noting that a further evaluation of (46) based on (14) - or (19) for that matter - seems difficult.
    ${ }^{8}$ As earlier, we assume that $k \neq m L$, since otherwise (34) is not valid. However, it turns out that (50) yields nearly identical results for $k=m L+\epsilon$ and $k=m L-\epsilon$, if $\epsilon$ is chosen sufficiently small.

[^7]:    ${ }^{9}$ Similar expressions can also be stated for $M$-ary amplitude-shift-keying (ASK) modulation and $M$-ary quadrature-amplitude modulation (QAM) [29].

[^8]:    ${ }^{10}$ Note that (63) is not valid for arbitrary fading correlations.
    ${ }^{11}$ The confluent hypergeometric function $U(a, b ; x)$ occurring in (27) and (28) was evaluated based on (11). While (27) and (28) themselves hold for any value of $k$ and $m$, the alternative representation (11) of $U(a, b ; x)$ can only be employed for non-integer values of $\alpha=k-m$. Hence, we have used values for $k$ and $m$ that slightly deviate from integer values.

[^9]:    ${ }^{12}$ For the special case $L=1$ and coherent PSK modulation, this observation was already made in [4].

[^10]:    ${ }^{13}$ For binary PSK modulation with MRC at the receiver we have obtained very similar results (not depicted) by evaluating asymptotic BEPs according to (53) and comparing them with the corresponding analytical BEPs according to (19) and (46).

[^11]:    ${ }^{14}$ We have made the same observation for the case of correlated composite shadowing and multipath fading (not depicted).

