
On the Soft Outputs Provided by the Probabilistic Data Association MIMO Decoder
Justus Ch. Fricke, Jan Mietzner and Peter A. Hoeher

Information and Coding Theory Lab
Faculty of Engineering, University of Kiel, Germany

E-mail: {jf, jm, ph}@tf.uni-kiel.de

Magnus Sandell
Toshiba Research Europe Ltd.

Telecommunications Research Laboratory, United Kingdom
E-mail: magnus.sandell@toshiba-trel.com

Probabilistic data association (PDA), originally developed
for target tracking, has been applied in many different areas,
including code-division multiple access (CDMA) systems [1]
and recently uncoded multiple-input multiple-output (MIMO)
systems [2]. Since the complexity of the optimal MIMO
decoder, thea posteriori probability (APP) decoder, grows
exponentially with the data rate, the use of sub-optimal de-
coders with reduced complexity, such as the PDA decoder, is
inevitable.

We consider a MIMO system withM transmit andN
receive antennas. A single data stream is encoded by a
channel encoder, interleaved and multiplexed ontoM complex
modulation symbols, which are transmitted simultaneouslyby
the corresponding antennas. Assuming flat fading, the equiv-
alent discrete-time channel model can be written in complex
baseband notation asr = Hx+v, where baud-rate sampling,
block fading and perfect knowledge of the channel matrix
H ∈ CN×M at the receiver is assumed. The channel matrix
coefficientshn,m represent the gain between transmit antenna
m (1 ≤ m ≤ M) and receive antennan (1 ≤ n ≤ N). The
vectorx ∈ QM×1 consists of the complex-valued transmitted
modulation symbols taken from a symbol alphabetQ with
cardinalityQ, while the vectorr ∈ CN×1 contains the received
samples. The vectorv ∈ CN×1 represents additive noise and
its elements are independent and identically distributed white
Gaussian noise samples with zero mean and varianceσ2

v =
E

{
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2
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. At the receiver, the MIMO decoding operation is
performed by the PDA deccoder providing soft outputs to a
subsequent deinterleaver and a soft input channel decoder.

The conventional PDA decoder uses two approximations.
Firstly, the PDA decoder looks only at one transmitted symbol
at a time, treating the received symbols as statistically indepen-
dent. The second approximation is the Gaussian approximation
(“Gaussian forcing”) of the PDF of the interference and noise.
The PDA decoder approximatesa posteriori probabilities
Pr(xm|r) for every elementxm of x. All symbols interfering
with xm and the noise are modeled as a single vectorw =
∑

k 6=m xkhk+v, wherehk denotes thekth column ofH. The
interference and noise termw is assumed to be ann-variate
Gaussian distributed random variable with mean
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and variance
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If no a priori information is available, the PDA decoder
initializes the symbol probabilities as a uniform distribution
and computes thea posteriori probabilities for the symbol
xm as

Pr(xm|r) = ce(−(r−xmhm−µ
w

)H
R

−1

ww
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w
)) . (3)

For an estimate of the symbolxm no information on symbols
xk, k ≥ m, is available. In order to provide information on
these symbols, the PDA decoder may use multiple iterations.
The meanµw (1) and the varianceRww (2) are updated for
every symbolxm, incorporating the new information gained
from symbol probabilities already computed in the current or
previous iterations.

Let Xs be the set of all possible symbol vector combinations
causing interference for a fixedxm. The actual PDF ofw is
a summation ofQM−1 = |Xs| single Gaussian distributions,

each of them caused by one possible interfering symbol con-
stellation as a convolution of the discrete symbol probabilities
and the PDF of the Gaussian noise vectorv. Therefore each
of the Gaussian distributions, which sum up to
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has a mean depending on the channel as well as the interfering
modulation symbols. According to the central limit theorem,
the quality of the Gaussian approximation used in the PDA
decoder improves by increasing the number of transmit an-
tennas. On the other hand, the approximation becomes worse
when modulation schemes with more constellation points are
used. Moreover, a smaller noise varianceσ2

v is more likely to
make the sum in (4) non-Gaussian.

Soft input channel decoders use reliability information
based on the symbol probabilities which are calculated from
the approximated PDF of the interference and noise term. In
order to illustrate the influence of the Gaussian assumptionon
the performance of a PDA decoder, simulation results for an
M × N MIMO system in conjunction with a rate 1/2 turbo
code with polynomials (5,7) are shown in Fig. 1. The elements
hn,m of H are statistically independent random variables
(each component being complex Gaussian distributed with
zero mean and varianceE

{

|hn,m|2
}

= 1. As a benchmark,
the BER performance for an APP decoder and a PDA decoder
using the actual PDF of the interference and noise have been
simulated as well.
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Fig. 1. BER performance of a turbo-codedM × N MIMO system using
QPSK modulation with different decoders.

It can be seen that the difference between APP and PDA
decoding improves with an increasing number of antennas as
the Gaussian approximation is improving. Especially for the
2 × 2 system the gap between APP and PDA is becoming
larger with a decrease of the noise varianceσ2

v . Furthermore,
the third iteration is not the best one, as the quality of the soft
output generated by the PDA degrades with every iteration.
Since the PDA using the actual PDF for the interference and
noise term achieves near-optimal results, it can be concluded
that the problems when using a channel code arise from
the Gaussian approximation and not the symbol-by-symbol
decoding done by the PDA. Similar results have also been
obtained for convolutional codes and different code rates.
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