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his survey attempts to clarify the central concepts in the
information theory of wideband communication systems,
and the connections between them. Information theory

work on wideband systems usually focuses on the limit of infi-
nite bandwidth, as means of simplifying analysis while generat-
ing meaningful results for systems that occupy a wide band.

The capacity of the additive white Gaussian noise (AWGN)
channel, when the bandwidth in constrained, is given by

(1)

where P is the average received power, N0 is the spectral den-
sity of the noise and W is the system bandwidth. The signal to
noise ratio (SNR) is

We discuss power constrained systems in this tutorial, where
the transmitted power is upper bounded. The limit of infinite
bandwidth is identical to the limit of zero SNR in this regime,
and the limiting capacity is

(2)

where the base of the log determines the unit of information,
log2 gives capacity in [bits/unit time] units, and the natural
base ln replaces the [bits] by [nats]. The limit in Eq. 2 is a first
order approximation of the capacity in the low SNR regime.

The capacity limit Eq. 2 holds for many channels with a
multiplicative channel coefficient (often called fading) and
additive white Gaussian noise, where the transmitter does not
know the channel. The capacity of time varying channels can

be described by outage, or by the ergodic capacity, that is the
time-average of instantaneous channel capacity. We discuss
the ergodic capacity throughout most of this article, and refer
to it when using the term capacity; Results on the outage
capacity and error exponent are also quoted.

We now look at wideband systems with a power constraint.
It is immaterial whether we impose an average constraint or a
per symbol one, as Hirt & Massey [1] show that the capacity is
identical for these two types of constraints over Gaussian
channels. Considering a system that is composed of many nar-
rowband systems in parallel, then the power available to each
narrowband system (marked p) diminishes at the limit. Thus,
the capacity over each narrowband system in Eq. 1 is approxi-
mately linear in p in the limit and the aggregate capacity con-
verges to Eq. 2. The signal to noise ratio per narrowband
system p/N0 log e, with units of information (bits, nats) per
narrowband channel usage.

The connection between the overall power P, measured in
energy per unit time, and the power per narrowband system,
measured in energy per channel usage, is

Real communication systems operate over a finite band-
width. In order to connect the limit result in Eq. 2 to the wide
but finite band regime, we look at the wideband expansion of
the capacity:

(3)

where ∆() is a second order or penalty term. The wideband
regime is identical (in power constrained systems) to the
regime of low SNR, and the expansion in Eq. 3 is really
around the point SNR = 0. Zheng et al. [2–4] offer analysis
that is based on Eq. 3 over narrowband fading channels.
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ABSTRACT
This survey presents the information theory of wideband communication systems, a

research area that became active in the last decade following technological and regu-
latory advances. This work attempts to clarify the central themes of the area, namely

communication system performance at the low SNR regime and the issue the
degrees of freedom of a communication channel.
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Another approach to the analysis of narrowband systems in
the limit of zero SNR is taken by Verdú [5], followed by many
others [6–13]. This approach is essentially a second order
analysis of the capacity in the limit, but instead of a direct
analysis of Eq. 3 it is based on the minimum energy per bit
and the rate of convergence of the spectral efficiency in the
limit, see later sections for details.

The analysis of wideband systems is intimately related with
channel uncertainty. Radio communications normally take
place over channels that are not known to either the transmit-
ter or the receiver, or at best partially known or statistically
characterized. The communication system usually has to esti-
mate the channel to some degree, in order to be able to reli-
ably communicate at a high rate. A coherent system is one that
does not have (or does not use) channel knowledge at the
transmitter, but has full knowledge of the instantaneous chan-
nel at the receiver. An incoherent system does not have channel
knowledge at the transmitter or at the receiver. The cost of
channel uncertainty is sometimes quantified by the difference
in performance of coherent and incoherent systems [2–4, 14].

The issue of channel uncertainty, and the resources needed
to resolve it at a sufficient level are paramount in wideband
systems because of the complexity of the channel. In contrast
with narrowband radio channels, that are characterized by a
single (complex) scalar, the description of a wideband channel
involves many parameters, and their number depends on the
bandwidth.

A full description of a radio channel, that includes all
interactions with the objects in the environment of the trans-
mitter and receiver, does not depend on the bandwidth used
by any communication system. However, the communication
system does not need a full description of the channel, it only
requires a model of the apparent, or effective, channel. Such a
model depends on the system bandwidth. Thus the term wide-
band channel, where in effect it is the system that determines
the bandwidth.

When discussing parallel narrowband systems that do not
share bandwidth, the total amount of channel uncertainty they
face increases linearly with the overall bandwidth. The chan-
nel uncertainty per narrowband system does not depend on
the bandwidth nor on the diminishing SNR. In contrast, when
analyzing signals that are truly wideband, the dependence of
the channel uncertainty on bandwidth is crucial to system per-
formance. Such signals are analyzed by Porrat et al. [15].

The structure of this tutorial is as follows: After presenting
the setup and notation we discuss the equivalence of the wide-
band limit and the zero SNR limit, and presents two central
tools of analysis, namely the minimum energy per bit and the
wideband slope. We then survey the central issue of the
degrees of freedom of the communication channel, in various
settings.

We discuss the effect of transmitter knowledge on commu-
nications. The signals used for communication are reviewed,
specifically the peaky nature required of signals in the wide
band/low SNR regime, the same section also surveys achiev-
able rate results of various modulation schemes. We then
review results pertaining to multiple antenna systems.

SYSTEM MODEL AND NOTATION

A discrete representation of a wideband channel is given by

(4)

where {xn} are samples of the transmitted signal, {yn} are

samples of the received signal and {zn} is white Gaussian
noise. The rate of sampling the signals depends on the system
bandwidth. {Hi}i=0

D–1 is the time-varying channel response with
maximal delay D. The model Eq. 4 is real, there is no natural
carrier frequency in wideband systems that could be used to
calculate phasor representations of signals. To clarify what we
mean by time varying think of a two-tap channel (D = 2)
where the values of the channel taps change every 30 seconds.
The variation of the channel in time is not explicit in Eq. 4 in
order to keep the notation simple.

One way to describe a time varying channel, that is used by
some of the literature we quote, is to use the Doppler shift of
the paths composing it, or the Doppler spread of the entire
response. The Doppler shift of each reflection is determined
by the speed and direction of movement of the transmitter,
receiver and reflectors related to its path. Specific channel
models, i.e., distributions and correlations of the channel taps
and details of their variation in time are mentioned along with
results because the surveyed papers vary in their channel
models. Most of the information theoretic literature handles
block-constant channels, with i.i.d. realizations of the channel
over separate blocks. A significant branch of analysis focuses
on the dependence of the coherence time on SNR, this type
of analysis was suggested by Zheng at al. [2] and extended by
others, most notably [16]. More complex models for channel
variation over time are analyzed by [10, 17, 18].

More notation: the signal to noise ratio is

where P is the average received power, N0/2 is the double
sided noise spectral density. Eb is transmitted energy per bit.
The energy invested per bit of communication may be spread
over a large number of channel usages, or a long time. It is
different from the signal to noise ratio (SNR), that measured
the instantaneous (or sometimes averages over time) ratio of
received signal energy to received noise energy.

In block-constant channels we use tc for the coherence
time of channel in time units, and Tc for the coherence time
in units of symbol time. L is the number of resolvable paths,
that is related to the number of distinct reflectors that bounce
signal at the receiver; it may be smaller or equal to the maxi-
mal delay D. W is the bandwidth.

With the exception of [15, 16, 19] and to some extent [20],
that analyze multipath channels with D > 1, the prevailing
channel model in information theoretic literature is a narrow-
band one:

Y = HX + Z (5)

where the received signal Y is scalar in single antenna systems,
and a vector in multiple antenna systems. H is the narrowband
complex channel, a matrix in the MIMO case. X is the input
and Z is additive noise, normally modeled as complex white
Gaussian. This model is similar to Eq. 4 with D = 1, but it is
usually complex, where the carrier frequency is used to calcu-
late phasor representations of signals. The signal to noise
ratio is

(6)

where we use a lower case p for the average received power in
narrowband settings.

Commonly used models of the channel are
• The Rayleigh model, where H is complex Gaussian with

zero mean and i.i.d. real and imaginary parts,
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• The Ricean model, where H is similarly a complex Gaus-
sian, but it has a non zero mean. The Ricean K-factor is
the ratio of the power of the mean and the variance of
H:

Incoherent systems require peaky, or bursty, signals in
order to achieve non zero data-rates over wideband channels.
We note by θ the fraction of time used for transmission,
sometimes also named the duty cycle parameter or the duty
parameter.

When quoting results, we sometimes replaced the original
notation in order to unify our presentation. Additional nota-
tion that is specific to MIMO systems, is given later.

THE LIMIT OF INFINITE BANDWIDTH

This section describes important tools in the analysis of wide-
band systems. In particular we review two central concepts
presented by Verdú [5], namely the minimum energy per bit
and the wideband slope. 

DIMINISHING SNR

The major part of information theoretic work on the wide-
band limit discusses the limit of diminishing signal to noise
ratio (SNR). These two limits (infinite bandwidth and zero
SNR) are equivalent in power constrained systems, because
the SNR depends on the average power P and on the band-
width W via

.

A lot of the current wideband literature in the context of
information theory is devoted to the performance of various
narrowband systems in the limit of diminishing SNR.

SPECTRAL EFFICIENCY

The spectral efficiency of a communication system equals its
rate per unit bandwidth, usually measured in [bits/sec×Hz].
When discussing narrowband systems, the equivalent defini-
tion is the number of bits communicated per channel usage.
The spectral efficiency monotonically increases with SNR, and
converges to zero as SNR diminishes. 

MINIMUM ENERGY PER BIT: FIRST ORDER ANALYSIS

The energy required per bit of reliable communications is
usually minimized in the limit of diminishing SNR. In a nar-
rowband setting the minimum energy per bit (inversely)
depends on the derivative of the channel capacity with respect
to SNR in the limit.

(7)

where

(8)

C(SNR) is the capacity in nats/dimension where the number
of dimensions is the length of the received vector in Eq. 5.
The number of dimensions may not depend on the SNR.

Many important channels have Eb
r × N0min = loge 2 = –1.59

dB, where Eb
r is the energy per received bit. This holds for the

AWGN channel and for a very general class of fading chan-
nels with white Gaussian additive noise, including the Rayleigh
and Ricean fading channels. Signals that achieve the mini-
mum bit energy in the limit of zero spectral efficiency are
defined first order optimal. In systems where the receiver
knows the channel, that is it knows the realization of the fad-
ing channel, it is relatively easy to achieve the minimum bit
energy. If neither the receiver nor the transmitter know the
realization of the channel, but both know its statistics, then
peaky signaling (flash signaling) can achieve the minimum bit
energy, and for most channels it is mandatory.

Wu & Srikant [8, 9] extend the definition of first order
optimality to system with a given error rate, see later section.

THE WIDEBAND SLOPE: SECOND ORDER ANALYSIS

Reference [5] looks at the rate of convergence of Eb/N0 to its
minimum as the spectral efficiency (or, equivalently, the SNR)
diminishes. In particular, it looks at the slope of the spectral
efficiency — Eb/N0 graph at the minimum bit energy, naming
its maximal possible value the wideband slope (Fig. 1). The
wideband slope depends on the first and second derivatives of
the channel capacity (with respect to SNR) in the limit of
diminishing SNR [5, Equation (140)].

(9)

where C⋅⋅(0) is the second order derivative of

at the limit of diminishing SNR. A signaling scheme is defined
second order optimal if it achieves both the minimum bit ener-
gy and the wideband slope (Fig. 1). The importance of the
wideband slope lies in the fact that it characterizes signals
with a positive spectral efficiency, shifting the focus from the
performance in the limit of diminishing spectral efficiency. A
system with a low spectral efficiency — Eb/N0 slope requires
high energy per bit in order to operate at a non-zero spectral
efficiency.

The wideband slope depends crucially on receiver knowl-
edge of the channel. If the receiver and transmitter have only
statistical knowledge of the channel, then most systems have a
zero wideband slope, i.e., transmission over any finite band-
width requires energy per bit significantly higher than the
minimum. In particular, an incoherent system over the
Rayleigh channel has a zero wideband slope.

Wu & Srikant [8, 9] extend the definition of second order
optimality to system with a given error rate.

DEGREES OF FREEDOM OF THE CHANNEL

A key issue in the analysis of incoherent wideband systems
operating over unknown channels is the loss of data-rate due
to their lack of channel knowledge. A useful intuition is given
by the number of degrees of freedom (DoF) of the channel; A
degree of freedom is loosely defined as a parameter needed
to describe the channel, that is i.i.d. with the other parameters
describing the channel. The data-rate lost because of channel
uncertainty is proportional to the number of unknown chan-
nel parameters the communication system estimates, or in
short the number of channel DoF it uses. A few works [2, 15,
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21] essentially compare the number of channel DoF used by a
system to the transmitted bit rate at the limit of infinite band-
width (diminishing SNR).

NARROWBAND SYSTEMS

Block Constant Channels — Zheng et al. [2] clarify, in a
lucid presentation, the penalty for channel uncertainty over
block constant narrowband Rayleigh fading channels. The sys-
tems they discuss do not have channel knowledge at the trans-
mitter, and the discussion analyses the effect of receiver
knowledge on capacity in the low SNR regime. Reference [2]
focuses on the capacity penalty that depends on the knowl-
edge the receiver has of the channel, and on the rate of
change of the channel (block length). In the diminishing SNR
region, the channel capacity (in nats/symbol) is C(SNR) ≈
SNR, and [2] focuses on the difference between this limit
result and the penalty various systems take when operating
with a small but non-zero SNR. Essentially, [2] directly analy-
ses the second order dependence of capacity on SNR, without
resorting to the wideband slope.

In systems where the receiver knows the channel perfectly,
the data-rate (at low SNR), in units of [nats/channel usage],
is

C(SNR) = SNR – ∆coherent(SNR) (10)

where

h is the complex Gaussian channel coefficient. It is important
to note that the penalty term depends quadratically on the
SNR.

If the channel has i.i.d. fading, namely it is entirely unpre-
dictable from symbol to symbol, then the capacity at low SNR
[nats/channel usage] is

C(SNR) = SNR – ∆iid(SNR) (11)

and the penalty term is much higher: ∆iid(SNR) =⋅ SNR. The
sign =⋅ essentially means that the functions flanking it vary in
the same manner as the SNR diminishes; for a precise defini-
tion see [2].

Reference [2] bridges the large gap between the fully
coherent (10) and the fully noncoherent (11) cases, by analyz-
ing fading channels that are block constant with block length
Tc symbols (we changed the original notation in order to unify
the presentation here). It shows that the penalty for channel
uncertainty is low for systems operating over channels with
long coherence blocks, and the intuition is that the communi-
cation system can learn the channel if it is stable for a long
enough time, and the performance approaches that of a
coherent system.

Reference [2] shows that if the coherence block length
depends on the SNR via Tc ≥⋅ SNR–2α, then the penalty for
channel uncertainty is Tc(SNR) ≤⋅ SNR1+α the symbols ≥⋅ and
≤⋅ compare the growth of functions as the SNR diminishes.
The range of values of α represents channels that allow some
degree of coherent operation, because the communication sys-
tem can learn the channel during each coherence block. With
Tc = 1 the system is incoherent because it cannot learn the
channel, and α = 0. Is this setting ∆iid (SNR) =⋅ SNR. In situa-
tions where the channel coherence is long, namely Tc ≥⋅
SNR–2, the system can achieve coherent performance.

In [3], Zheng et al. study the performance of two specific
communication schemes based on training. In particular, they
study systems with continuous transmission (no silence peri-
ods) where, if

Tc(SNR) ≥⋅ SNR–(1+2α)

then training gives ∆Tc(SNR) ≤⋅ SNR1+α [3, Lemma 1]. This
result is related to Raghavan et al. [26], who consider the
dependence of the coherence time and coherence bandwidth
on the Doppler-delay channel structure, see below for details.
Rao & Hassibi [22] also discuss training systems with a fixed
coherence time and continuous transmission. They show that
in this setting, training is ineffective in the sense that it causes
a reduction rather than an increase of the communication
rate.

Reference [3] also studies flashy systems, that concentrate
their transmission on coherence periods. This concentration
improves system performance: flashy systems with training
achieve ∆Tc(SNR) ≤⋅ SNR1+α if [3, Lemma 2]

Tc(SNR) =⋅ SNR–3α

When comparing continuous transmission with flashy
transmission (for systems that use training) we see that they
achieve similar performance (∆Tc(SNR)) but the required
coherence time is shorter for the flashy system.

Ray et al. [4] extend [3] to MIMO systems, and analyze the
channel uncertainty penalty dependence on the number of
transmitter and receiver antennas.

Zheng et al. discuss in [2] the peakiness of the transmitted
signals, and conclude that the level of peakiness must increase
as the receiver knows less about the channel (or the coherence
block length decreases). Essentially, the system must invest
some energy in each unknown channel parameter in order to
learn it. When operating over channels with short coherence
blocks, the system should try to avoid learning too many channel
realizations in order to minimize the penalty on its rate. Thus,
when operating over channels with short coherence blocks, con-
centrating the transmitted energy over few coherence block is
beneficial. The peakiness, or concentration of energy, should not
be too extreme because communication at a high SNR is not
effective in terms of spectral efficiency, as the capacity is this
regime is sub-linear with SNR. The communication system
should avoid the high SNR regime during its active periods, so it
must not use bursts of transmission that are too strong.

Reference [2] shows that the capacity penalty due to a
finite block length is equivalent (in order) to an energy penal-
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ty per transmitted symbol, when operating over a coherent
channel. Specifically, a system that operates over a channel
with block length Tc, and does not know the channel, is simi-
lar (in terms of the its dependence of its capacity on SNR) to
a system that knows the channel but loses on each symbol an
amount of energy that varies as 1/Tc.

Channels with Memory — The channel variation consid-
ered so far were of the block constant type, that is constant
over fixed periods of time, and i.i.d. between these periods.
This section considers more complex models of narrowband
channel variation over time. Further results pertaining to nar-
rowband channels with memory are reviewed in the section
that focuses on peak limited signals.

Zheng et al. [22] use the framework presented earlier to
analyze channels with a gain that varies as a Gauss-Markov
process, rather than a block constant process. In this model,
the channel parameter H from Eq. 5 varies, from one channel
usage to the next as

(12)

where {zn} are i.i.d. complex Gaussians with zero mean and
the parameter ε controls the rate of change of the channel.
[22] proves (Theorem 8) that ∆GM(SNR) = O(–SNR1+α) if
and only if the channel parameter varies as ε(SNR) =⋅ SNR2α,
for any 0 ≤ α ≤ 1. This means that channels that vary slowly
(small ε and large α) have a small penalty in terms of their
capacity in the low SNR regime.

Deng & Haimovich [17] calculate a lower bound on the
capacity of narrowband systems over channels with memory,
modeled by correlation of the channel parameter. [17] analy-
ses Rayleigh channels with one of two types of correlation
(shaped as a sinc or as a Bessel function). It shows that when
the transmitted signal is composed of i.i.d. Gaussian symbols,
and transmission is continuous, the rate in the low SNR
regime is given by [17, Proposition 2 with a different notation]

(13)

where SNR is the average signal to noise ratio and fD is the
Doppler spread that characterizes the rate of change of the chan-
nel, normalized by the symbol rate. Reference [17] specifically
analyses training systems, and shows that such systems, with con-
tinuous transmission of Gaussian symbols, achieve a rate

(14)

Both results (Eq. 13 and Eq. 14) show a quadrature depen-
dence on SNR. This stands in contrast with the linear depen-
dence of capacity on SNR, in case of a receiver that knows
the channel perfectly in Eq. 1.

WIDEBAND SYSTEMS

The analysis of wideband systems based on the parallel nar-
rowband systems in the diminishing SNR regime suffers from
an inherent drawback in the channel model. This type of anal-
ysis does not provide for channel models that depend on the
system bandwidth, or a dependence of the number of channel
DoF on the bandwidth; to clarify this point we bring two
examples:
• A narrowband MIMO system has a fixed number of

transmit and receive antennas, that is independent of the
signal to noise ratio. In this system, the number of chan-
nel degrees of freedom naturally does not vary as the

SNR diminishes, and a model that assumes a fixed num-
ber of degrees of freedom is adequate.

• A multipath channel, with a large number of reflections
(paths). In this system, an increasing bandwidth implies
diminishing signal to noise ratio, but it may also affect
the number of apparent paths [23]. A model with a fixed
number of degrees of freedom (channel paths in this
case) may not be adequate, its suitability now depends on
the type of signals used.
A fixed number of channel DoF puts the spectral efficiency

in a second order role. The wideband system is essentially
penalized with a fixed penalty for each channel usage, due to
its lack of channel knowledge. As the bandwidth increases and
the number of transmitted bits per channel usage increases,
the penalty for channel uncertainty becomes gradually negligi-
ble. In the limit of infinite bandwidth, the channel uncertainty
vanishes in comparison with the number of bits per burst of
transmission. The spectral efficiency determines how fast the
system data-rate converges.

A more general channel model, that allows a growth of the
number of channel DoF with the bandwidth, brings about a
first order role for the spectral efficiency. In this case, the
channel uncertainty penalty increases in tandem with the
amount of information per burst of transmission. The data-
rate in the limit of infinite bandwidth depends on the inter-
play between these two quantities.

Time-Frequency Block Constant Channels — A block con-
stant wideband channel is characterized by a coherence time
and a coherence bandwidth, and the counting of channel
degrees of freedom is particularly simple. The channel response
is constant over fixed amounts of time and fixed sections of the
system bandwidth. A narrowband system would experience this
channel as a time block-constant one, with a response that
varies abruptly once per coherence period. The channel is best
understood as a two dimensional matrix of blocks, where each
such block has a fixed extent in time and in bandwidth. The
channel response is constant within each block. assuming statis-
tically independent channel realizations over different time-fre-
quency blocks, the effective number of channel DoF for a
specific communication system simply equals the number of
time-frequency blocks it uses.

Bölcskei & Shamai [21] analyze channels that are block
constant both in time and in frequency. Sufficient conditions
are given for achieving the performance of coherent systems,
that have perfect channel knowledge at the receiver in the
limit of infinite bandwidth, by incoherent systems: Signaling
schemes that achieve

(15)

do not lose data-rate in the limit of infinite bandwidth, even
though their receiver does not know the channel. N is the
number of frequency blocks available to the system and K is
the number of the coherence (time) periods available to it. g
is a gain factor and |B| is the number of coherence time-fre-
quency blocks the system uses for transmission out of the
available NK blocks (different in the original notation). σH

2 is
the variance of the scalar channel multiplicative coefficient in
Eq. 5. The expectation is taken with respect to |B|.

In essence, the fraction of coherence blocks used for com-
munication |B|/NK must not grow too fast as the available
number of blocks NK grows, this requirement is mathemati-
cally expressed in the factor preceding the log in Eq. 15. The
transmitted energy should be peaky, i.e., spread over a small
number of blocks.
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On the other hand, the number of occupied blocks |B|
must not be too small, or the signal need not be too peaky, as
to make the logarithmic factor in Eq. 15 significantly different
from its linear approximation. The signal to noise ratio per
occupied block must remain low. Reference [21] considers
various modulation schemes, in particular OFDM, PPM and
FSK, and compares them on the basis of their spread over
coherence blocks.

Multipath Channels — Porrat et al. [15] analyze a setup
where the number of channel DoF increases with the band-
width, and compare the performance of two systems over it,
with different spectral efficiencies. The more efficient system
(based on direct sequence spread spectrum) can operate over
channels where the less efficient system (based on pulse posi-
tion modulation) is unable to communicate because of the
channel uncertainty penalty. Specifically, [15] shows that in sys-
tems where the receiver knows the path delays, direct sequence
spread spectrum systems can achieve the channel capacity in
the limit of infinite bandwidth, if the number of resolvable
channel paths increases in a sub-linear way with the band-
width. In this setting (where the receiver knows the path
delays), the number of resolvable channel DoF equals the
number of paths. Pulse position modulation system, that have
a lower spectral efficiency, can achieve the capacity in the limit
only if the number of channel paths is sub-logarithmic with the
bandwidth, and cannot communicate if the number of paths
increases in a form faster than logarithmic. Over some chan-
nels that are complex (have many DoF), the direct sequence
modulation approaches the channel capacity, where the less
efficient pulse position modulation cannot communicate.

Raghavan et al. [16] analyze the number of resolvable
paths in the Doppler-delay plane. The Doppler-delay plane is a
two dimensional plane with the Doppler shift and delay as a
basis. Each path is described by a point in this plane, associat-
ed with an amplitude.

In the channel model of [16] the coherence time may
increase with bandwidth and its rate of increase depends on
the sparsity of paths in the Doppler domain. Similarly, the
coherence bandwidth increases if the channel is sparse in the
delay domain. A full (non-sparse) channel has 1/WDTd distinct
paths, where WD is the Doppler spread and Td is the delay
spread (the notation in [16] is different). A non-sparse chan-
nel has a fixed number of DoF that equals 1/WDTd and does
not depend on SNR. In contrast, a sparse channel has fewer
than 1/WDTd DoF where their number and dependence on
SNR depend on the behavior of the number of resolvable
Doppler shifts and the number of resolvable delayed paths.

Reference [16] shows that the penalty of training systems
for operation without channel knowledge at the transmitter
and receiver is

∆sparse = O(SNR1+α) (16)

if the number of resolvable Doppler-delay paths is

(17)

with k a constant and µ ≥ 1 + 2α. The parameter 0 ≤ α ≤ 1
connects the rate of increase of the number of paths with the
penalty on capacity. A sparse channel (large µ) reduces the
penalty term.

TRANSMITTER KNOWLEDGE OF THE CHANNEL

This section discusses the effect of transmitter knowledge for
narrowband communications. With transmitter knowledge of

the channel, optimal signaling over narrowband Gaussian
channels is itself Gaussian, and the optimal allocation of
power over the parallel channels is determined by water-filling
[25, Section 10.4]. The basic attribute of water-filling is that
the larger the instantaneous channel SNR, the larger the
power allocated to it.

Borade & Zheng [25] analyze systems operating over flat
fading channels, with partial transmitter knowledge. In the
case of full transmitter channel knowledge, [25] shows that in
the limit of diminishing SNR the capacity is log (1/SNR) SNR,
and this is achievable by on-off signaling with a fixed on-level.
Thus, water-filling is not necessary to achieve capacity. This
result holds with or without receiver knowledge of the channel.

With imperfect channel knowledge at the transmitter, the
capacity is β log (1/SNR) SNR, where 0 ≤ β ≤ 1 depends on
the channel knowledge of the transmitter. β is the fraction of
channel energy in the part of the channel known to the trans-
mitter. This result holds for a model where the channel is
composed of two additive parts h = hknown + hunknown, that
are i.i.d. Rayleigh random variables with variance β and 1 – β
respectively (original notation different, see Theorem 3 of
[25]). The transmitter knows hknown while the receiver knows
both hknown and hunknown.

An analysis of partial transmitter knowledge over Ricean
channels is offered by Gursoy et al. [7].

With block constant channels, [25] considers channels
where the block length Tc (different in the original notation)
is a function of SNR, that increases to infinity as the SNR
diminishes. For such channels, the capacity at diminishing
SNR is lower bounded by log(Tc)SNR. This rate is achievable
by transmitting over a small fraction of coherence block, i.e.,
peaky transmission, with training. Reference [25] concludes
that in order to communicate effectively, the SNR during
active periods of the system (on-periods) must remain low, so
that capacity depends linearly on the SNR, and that when
training is used, the pilot signals must be strong enough to
enable almost perfect training.

Khojastepour & Aazhang [26] consider systems with a peak
power constraint in addition to an average power constraint.
They show that when the SNR is small, water-filling is no
longer optimal. Instead, channel dependent peaky transmission
should be used, where the on-periods take place when the
channel gain is above a threshold. Perfect knowledge of the
channel is assumed both at the transmitter and at the receiver.

Lozano et al. [27] analyze the best power allocation over
parallel Gaussian channels, with arbitrary signal distributions,
rather than the optimal Gaussian signals. The optimal power
allocation is not in general monotone, in the sense that for
some signal distributions, a channel with a low SNR may get
more power than a parallel channel with a high SNR. Refer-
ence [27] shows that in the low power regime, signal distribu-
tions that are quadrature-symmetric are almost as good as
Gaussian signals, and water-filling is an almost optimal power
allocation method.

SIGNALING
This section presents general considerations that apply to sig-
naling of wideband systems and then goes over narrowband
signaling in the low SNR regime. We review various specific
modulation schemes and their performance in the wide band
or low SNR regime.

WIDEBAND PEAKY SIGNALING

Incoherent systems, where the channel is not known to either
the transmitter or the receiver, must use bursty (peaky) sig-

k

SNRµ
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nals as the bandwidth grows in order to handle the increasing
channel uncertainty. However, transmission should not be
overly peaky, as to reduce the system efficiency. To see the
importance of the momentary signal to noise ratio during
active transmission, we look at the capacity of the additive
white Gaussian noise channel:

(18)

The power during active transmission, P/θ, should remain low
enough to leave the logarithm in Eq. 1 close to its linear
approximation, where

(19)

Transmission with too strong bursts of energy renders the sys-
tem ineffective, because its rate will depend logarithmically on
power. The trade-off between the channel uncertainty penalty
and system efficiency is clearly presented in [2, 15, 21] that
show how transmission with bursts of energy that are too
strong pushes the system into a non-efficient regime, where
the rate is sub-linear with power.

The role of spectral efficiency can be understood in the con-
text of the channel uncertainty a communication system faces.
The spectral efficiency, measured in [bits/sec Hz] quantifies the
data-rate a system can sustain [bits/sec] over a given bandwidth
[Hz]. An efficient system can maintain a high data-rate by
transmitting infrequently, because each burst of transmission
holds many bits. In contrast, an inefficient system operating
over the same bandwidth with the same overall datarate must
transmit more often, because each burst of signal holds fewer
bits. With an average power constraint, the less efficient system
devotes less power to each burst of transmission.

Looking at a finite (large) bandwidth, an efficient system
transmits many bits per burst of transmission, so the penalty it
takes for channel uncertainty diminishes quickly as the band-
width increases. The less efficient system transmits fewer bits
per burst of transmission and the penalty it takes for channel
uncertainty consumes a more significant part of its data-rate.
The comparison can be demonstrated by QPSK (an efficient
modulation, 2 bits/sec/Hz at high SNR) versus BPSK (less
efficient, 1 bit/sec/Hz at high SNR), see [5]. Another compari-
son of this nature is brought in [15], of direct sequence spread
spectrum versus pulse position modulation. The less efficient
system needs a higher bandwidth in order to perform as well
as the efficient system. Although their performance may be
identical in the limit of infinite bandwidth, the convergence of
the less efficient system is slower.

Bölcskei & Shamai [21] analyze communication over block
constant channels that are two dimensional, in the sense that
each block has a finite extent in time and in frequency; their
results are discussed later. An incoherent system (with no
channel knowledge at the transmitter or receiver) can achieve
the performance of systems with perfect channel knowledge at
the receiver in the limit of infinite bandwidth, if the number
of channel blocks it occupies is small enough (Eq. 15). In
essence, the fraction of coherence blocks used for communi-
cation must not grow too fast as the number of available
blocks grows. In other words, the transmitted energy should
be concentrated, i.e., spread over a small number of blocks. It
is immaterial how the transmission is arranged over time and
frequency, the important parameter is the number of blocks
(degrees of freedom of the channel) that are used, out of the
total number of blocks.

Spread (Non Peaky) Signals — Signals that are spread over
time and frequency, with continuous transmission in both
domains, are not a good choice for incoherent wideband com-
munications. Spreading systems that do not have channel infor-
mation at the transmitter and receiver experience diminishing
throughput as the bandwidth increases. This result was first
proven by Telatar & Tse [28], and later by Médard & Gallager
[29] and separately by Subramanian & Hajek [30]. These results
show that spreading signals (that use all of the available band-
width) with continuous transmission in time, yield diminishing
throughput over multipath channels, for any number of paths.
It is important to note that the lack of channel knowledge, and
in particular knowledge of the path delays, is critical to the
result. The intuition is that as the bandwidth increases, the sig-
nal, that has limited power, is spread thinly over the frequency
dimension. As the signal descends below the noise level, it
becomes harder and harder to extract it.

Peaky Signals in Two Dimensions — In contrast with the
low throughput of spread signals, peaky signals can achieve
the channel capacity over wideband channels. Signals that are
peaky both in time and in frequency, i.e., occupy a small part
of the available bandwidth with short bursts of transmission
(in time), can achieve the channel capacity in the limit of
large bandwidth. In fact, these signals (peaky in two dimen-
sions) achieve the channel capacity on multipath channels
composed of any number of paths. This result was published
in the 1960s by Kennedy [31] and Gallager [32]. The perfor-
mance of bursty FSK signals is discussed below.

Peaky Signals in One Dimension — A middle ground
between the spread signals and the signals that are peaky in
two dimensions, are signals that are peaky in a single dimen-
sion. Porrat et al. [15] discuss signals that are spread over one
dimension (frequency) and peaky over the other (time). Ref-
erence [15] shows that these one dimensionally bursty signals
achieve the channel capacity in the limit of infinite bandwidth,
over some multipath channels. The critical characteristic of
the channel is the rate of increase of the number of resolvable
paths as the bandwidth increases. Intuitively, the amount of
channel uncertainty should not increase faster than the
amount of information carried by the signal, otherwise the
throughput diminishes.

NARROWBAND PEAKY SIGNALING

Peaky signaling with i.i.d. Gaussian symbols is investigated in
[9], the optimal duty cycle parameter is calculated:

(20)

where SNRcrit is a threshold SNR value, that depends on
channel correlation, and the channel is narrowband. A chan-
nel with high Doppler spread (low correlation) requires peaky
signaling, in agreement with [2]. The achievable rate in the
low SNR regime is presented in [17, Equation 59] in terms of
the Doppler spread and SNRcrit.

Increasing signal peakiness (as the bandwidth increases)
implies that in the limit, signal peakiness is unbounded. In the
limit, each burst of transmission is infinitely strong and con-
tains an infinite number of bits, and transmissions are
extremely infrequent. Such a communication scheme is unre-
alistic, and approximating it by infrequent strong bursts of sig-
nal does not agree with peak power limitations imposed on
many systems.
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Zhang & Laneman [33] calculate an upper bound on the
capacity of peak limited narrowband Rayleigh channels, where
the channel response has a spectral density Sh[ejΩ]. The chan-
nel in this model is correlated over time. The capacity is
upper bounded by

(21)

note that this upper bound is quadratic in SNR.
Reference [33] focuses on PSK signaling and shows that

the achievable rate is at most 1/2SNR2 + o (SNR2) away from
capacity where training is used recursively, alternating with a
demodulation and channel estimation step. Reference [33]
analyzes continuously varying narrowband Rayleigh channels,
and shows that if the channel has a spectral density Sh(jω),
then the capacity with peak power constraint p is given by

(22)

For a vanishing peak constraint and a vanishing symbol time

(23)

that is similar to Eq. 21. Reference [33] shows that PSK sig-
naling with a vanishing symbol time achieves (23) for any peak
constraint. The analysis is based on second order (MMSE)
analysis of channel estimation based on training.

Gursoy et al. [6] show that in systems with constrained
average power, a constraint on the fourth order moment is
equivalent to a constraint on the peak power. With a second
order moment (average power) constraint and a fourth order
(or peak to average ratio) constraint, [7] shows that memory-
less Rayleigh channels (Ricean factor K = 0) require infinite
received energy per bit in the limit of infinite bandwidth, if
the receiver does not know the fading coefficient. In memory-
less Ricean channels with a finite specular part (finite K) that
is known to the transmitter and receiver, the required energy
per bit in the limit of low SNR is finite, and in the AWGN
channel case (K → ∞) it equals Eb

r/N0 min = loge
2. The

required received energy per bit in the limit depends on the
strength of the specular component of the fading via

(24)

and the wideband slope is

(25)

where κ defines the fourth moment constraint

E[|x|4] ≤ κp2 (26)

and p is the average power constraint.
The capacity achieving input distribution is treated by Gur-

soy et al. in [6, 7]. They consider memoryless (narrowband)
Ricean channels where the specular part is known, with a
fourth moment constraint and low SNR. The capacity achiev-
ing amplitude distribution is discrete with a finite number of
points, and the capacity achieving phase distribution is uni-
form and independent of the amplitude [6, Theorem 1]. The
same type of input is required on AWGN channels, if the
fourth moment (peak) constraint is tight. A similar result
holds for systems with only a peak power constraint (no aver-
age power constraint), for any SNR [6, Theorem 2]. If the sys-
tem is constrained in its average power, with no other

constraints, then the optimal signal distribution has a bounded
support (Theorem 4 of [6]).

The wideband slope depends on the ratio between the
specular and diffuse components of the channel. The slope is
negative for channels with a small Ricean factor (K), see Fig.
2. A negative slope means that pushing the spectral efficiency
to zero is unwise; In this regime, reducing the spectral effi-
ciency requires an increase of Eb

r/N0 above the minimum. The
system should operate above or at a critical spectral efficiency
(SNR). The conditions for this limiting result depend on the
fourth order (peak to average) constraint and on the Ricean
factor K: If Eq. 27 holds, then the wideband slope is negative.

κ > (1 + K)2 (27)

Communication systems operating over unpredictable chan-
nels (small K), encounter this situation, where the minimum
bit energy is required at a finite (nonzero) spectral efficiency.
For communication over channels with a big enough specular
component, minimum bit energy is required at zero spectral
efficiency.

Rao & Hassibi [34] discuss MIMO systems with a fourth
moment constraint. They show that such systems have a limit-
ing (small SNR) mutual information that depends quadratical-
ly on SNR

I (X; Y) ~ SNR2 (28)

Thus, these systems have I⋅ (0) = 0 and cannot achieve the
channel capacity in the low SNR regime. This result is similar
to conclusions of [35, 36] and [34].

Sethuraman et al. [18] offer two lower bounds on the capac-
ity of narrowband systems with constrained peakiness operat-
ing over fading channels with memory. The channel model is
based on correlated channel values, and the analysis is done in
terms of the correlation factor. No knowledge of the channel is
assumed either at the transmitter or the receiver.

In the case of a peak power constraint that equals the
average power constraint, the bounds given by [18] take the
form:

C ≥ I (X0; Y0| X–∞
–1 ; Y–∞

–1 ) (29)

(30)

where Xn is the transmitted signal at time n, Yn is the received
signal and Hn is the channel at time n. X1

N is the vector of the
transmitted signal from time 1 to time N. The bound in Eq. 30
holds irrespective of the peak constraint.

Reference [18] calculates the bounds numerically for
Gauss-Markov channels with various correlation factors, and
for different peak constraints. By comparing the bounds to
other upper bounds on capacity, [18] shows that its bounds
are tight for low SNR. Signal Peakiness adds to throughput at
low SNR, but it is not effective at high SNR.

Zhou et al. [37] analyze a specific system with a fourth
moment constraint and similarly get a quadratic dependence
of the mutual information on SNR in the low SNR regime.
The coherence time in this work does not depend on SNR.

MODULATIONS

PSK — Verdú [5] shows that BPSK is first order optimal in
the limit of diminishing SNR in narrowband systems where
the receiver knows the channel but the transmitter does not,
i.e., BPSK achieves the minimum energy per bit. QPSK is sec-
ond order optimal, that is it achieves both the minimum ener-
gy per bit and the wideband slope [5, Theorem 14]. When
comparing BPSK and QPSK, note that the former has half
the spectral efficiency of the latter, thus it can transfer half
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the number of bits per unit time per unit bandwidth. The dif-
ferent spectral efficiencies of the two modulations determine
their second order behavior as SNR diminishes. To compare
QPSK to the optimal Gaussian signal over AWGN channels,
see Fig. 1 and Fig. 2 of [5].

Gursoy et al. [6, 7] analyze narrowband systems at the
diminishing SNR limit, over Ricean channels with a specular
part that is known to the transmitter and receiver and a ran-
dom (Rayleigh) part that is unknown to either. In addition to
an average power constraint, they consider a peak to average
(fourth moment) constraint.

On-off BPSK is first order optimal [7, Proposition 4], in
the sense that it achieves the lowest possible energy per bit in
the limit of zero SNR. The definition of on-off BPSK suggest-
ed by [7] is

(31)

where p is the average power constraint and the probability q
depends on the peak constraint. On-off QPSK is second order
optimal [7, Proposition 5]. Note that first and second order
optimality in the peak constrained case are defined with
respect to Eb/N0zero spectral efficiency, that is not always equal to
Eb/N0min.

Wu & Srikant [8, 9] extend the ideas of Verdú [5] to the
communication rate with limited power and an upper bound
on the probability of error rather than capacity. The discus-
sion pertains to AWGN channels [8] and to fading channels
with a large coherence dimension [9]. The multiplicative chan-
nel coefficient is known to the receiver in the latter case. In
the block coherent case, [9] analyses channels made of large
coherence blocks, each with an extent tc in time and band-
width Wc. The channel is composed of a scalar complex
Rayleigh fading parameter per block, and additive white
Gaussian noise. The analysis is done over the ergodic rate,
i.e., it holds if the number of coherence blocks is large.

Reference [9] extends the definition of first order optimality
to systems with a constraint on their probability of error,
where the connection between the rate, the bandwidth and
the probability of error is made via the reliability function.

Using the extended definition, a system is first order optimal
if its error exponent satisfies a constraint, and its rate at the
limit of diminishing SNR is maximal. Similarly, the definition
of second order optimality is extended to first order optimal
system that achieve a first order derivative of the rate in the
limit of increasing bandwidth, that is equal to the derivative of
the maximal rate. The derivatives of the rate in [8] are taken
with respect to the signal bandwidth, and in [9] they are taken
with respect to the coherence bandwidth. These derivatives
are equivalent to derivatives with respect to SNR, because the
power is constrained.

Reference [8] shows that signal distributions that are sym-
metric around zero are first order optimal over the AWGN
channel, as long as the constraint on the error exponent is not
high. In particular, BPSK is first order optimal. Note a similar
result, regarding the first order optimality (in the sense of
achieving capacity) of zero mean signals over AWGN chan-
nels, in [38] and [39, Proposition 5.2.1]. QPSK is second order
optimal over the AWGN with the same limitation of the con-
straint of the error exponent.

Reference [9] shows that over the block coherent channel,
BPSK is first order optimal and QPSK is second order opti-
mal, if the constraint on the reliability function is not too
high.

Zhang & Laneman [33] show that QPSK is close to opti-
mal on peak limited channels that are not known to either the
transmitter or the receiver. They analyze very general chan-
nels that may have memory.

Impulsive FSK — Luo & Médard [40–42] study achievable
rates of bursty FSK systems, of the type suggested by [28, 31,
32]. They calculate the achievable rates of a system where
each symbol consists of a single narrowband signal, transmit-
ted over a short period of time. [40–42] also analyze a two-
tone systems, where each symbol is composed of two
narrowband tones. They assume that the two tones in this
setup experience uncorrelated Rayleigh fading, and similarly
that successive symbols experience uncorrelated fading. No
channel knowledge is assumed at the transmitter or receiver.
[40–42] use an optimal duty cycle parameter and show a slow
increase of data-rate as the bandwidth increases in the range
of 100 MHz–10 THz. Both signaling schemes achieve a data-
rate of about 2 dB below channel capacity in this range.

References [40, 41] show that the data-rate of both signal-
ing schemes, single tone and twotone FSK, saturates at high
SNR because of the low spectral efficiency of FSK. In this
regime, the two-tone system achieves a higher rate than regu-
lar (single tone) FSK because its spectral efficiency is higher.
Reference [40] also studies the error exponents of the two sig-
naling schemes and shows that they are close. In the low SNR
regime, the two-tone scheme has a lower error exponent, thus
it is more prone to error and requires longer blocks to achieve
similar performance.

Souilmi & Knopp [43] show that a two dimensional sparse
modulation (over time and frequency) achieves similar perfor-
mance to [40, 41] for low enough SNR. The modulation they
suggest is based on narrowband pulses of a short duration in
time. [43] is not clear on the range of SNR it considers, but
shows similar performance to [40] as SNR decreases. The
main difference between [40] and the scheme suggested by
[43] is that in the first, an impulsive communication system is
suggested where the receiver knows when the active and idle
periods of the signal take place. In [43] on the other hand,
impulsiveness is random along both time and frequency, and
the receiver must anticipate incoming signals constantly.

Lun et al. [44–46] analyze the performance of FSK that is
bursty both in the frequency domain and in the time domain
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(by virtue of a duty cycle mechanism); The signaling scheme
they analyze was suggested by Telatar & Tse [28]. Reference
[44] calculates the error exponent over Rayleigh fading chan-
nels, with a finite bandwidth and a given duty cycle (peaki-
ness) parameter. Note that with FSK, a single fading
parameter is sufficient to characterize the channel as seen by
the (momentarily) narrowband system. Reference [44] also
discusses general fading (other than Rayleigh) and gives an
upper bound on the probability of error of the peaky FSK
scheme. This upper bound depends on the variance of the
fading process. Reference [44] explored the error exponent
graphically with realistic channel parameters, and concludes
that with limited peakiness the decay of the probability of
error with bandwidth is slow. This observation agrees with
later.

PPM — Porrat et al. [15] analyze PPM performance in multi-
path environments where the positions are separated by the
minimal possible duration, i.e., 1/W. They calculate the capaci-
ty in the limit of infinite bandwidth, where the L channel
paths are independent and identically distributed. The systems
[15] analyze do not have channel knowledge at the transmit-
ter, and have partial knowledge at the receiver: it knows the
path delays. Reference [15] shows that the system perfor-
mance depends on the rate of growth of the apparent number
of paths with the bandwidth. If the number of paths increases
slowly, namely L/log(W) → 0, then PPM achieves the channel
capacity in the limit of infinite bandwidth. In channels where
the increase in the number of paths is fast, namely L/log(W)
→ ∞, then PPM rate at the limit of infinite bandwidth is zero,
namely this modulation is not effective. The result holds for
PPM systems with a lower bounded symbol time. Note that if
the receiver knows the channel perfectly, i.e., it knows the
path delays and the path gains, then PPM achieves the chan-
nel capacity for any number of paths.

Souilmi & Knopp [47, 48] study the data-rate of impulsive
systems with a bandwidth of a few GHz, with coherent and
incoherent receivers. Reference [47] analyses multiband m-
PPM systems, and shows similar performance for incoherent
systems and for coherent systems with channel mismatch. The
data-rates it demonstrates are on the order of 400 Mb/s over 4
m, as required by emerging UWB standards. Reference [48]
analyzes non-coherent PPM systems that do not use duty
cycle. It numerically calculates achievable rates with randomly
generated codebooks and shows a reduction of rate as the
bandwidth increases. The analyzed systems have pulse posi-
tions that are separated by the channel’s delay spread and
thus do not depend on accurate channel estimation. Instead
they rely on energy detectors.

Erseghe [49] analyzed PPM systems where the transmitter
does not know the channel but the receiver knows it perfectly.
It gives formulas for the capacity of ISI free PPM systems,
that depend on the time separation between neighboring posi-
tions.

Gaussian Signaling (Direct Sequence Spread Spectrum)
— We use the term direct sequence spread spectrum (DSSS)
to denote signals where each symbol is a sequence in time of
values (chips) of equal average energy. The cross-correlation
between different symbols is low, as well as the autocorrela-
tion of symbols at non zero time shifts. For exact require-
ments on the autoand cross-correlation, see the quoted
literature. DSSS symbols may be composed by samples of an
IID Gaussian process, or of pseudo-random sequences of
chips, designed for low correlations.

Direct sequence spread spectrum, when used without
burstiness in time, i.e., with continuous transmission, has a

diminishing rate in the wideband limit, if channel information
is not available to the receiver. Telatar & Tse [28] show that
the rate at the limit is inversely proportional to the number of
channel paths. If the receiver knows the paths delays then

(32)

where P/N0 equals the channel capacity in the limit (in nats
per unit time), L is the number of independent and identically
distributed channel paths and

(33)

is the critical number of paths. Without receiver knowledge of
the delays, the rate diminishes. Similar results are given by
Médard & Gallager [29] and separately by Subramanian &
Hajek [30]: they show that the rate of direct sequence spread
spectrum signals diminishes when burstiness is not used, over
channels with L ~ W.

Gupta & Tewfik [50] point out the importance of the
power profile of the channel to the channel uncertainty penal-
ty. The data-rate of spread signals (over time and frequency)
diminishes over channels with a uniform power-delay profile,
but it may not do so for channels with an exponential profile.
Reference [50] re-calculates an upper bound on mutual infor-
mation suggested by [28], with an exponential power delay
profile, and shows that in contrast to [28], the upper bound
does not diminish.

Porrat et al. [15] allow peakiness in the form of duty cycle,
and show that performance depends on the rate of increase of
the number of paths with the bandwidth. With receiver knowl-
edge of the path delays, capacity is reached in the wideband
limit if the number of paths is sub-linear with the bandwidth,
namely L/W → 0. Without channel knowledge at the receiver,
direct sequence spread spectrum with peakiness can still
achieve the channel capacity, if the number of paths is such
that L logW/W → 0.

FCC Compliant Signals — The Federal Communications
Commission (FCC) of the United States released in 2002 the
3.1–10.6 GHz band for unlicensed operation under certain
conditions [51], in particular a constraint on the power spec-
tral density. This step caused considerable industrial interest
in ultra wideband communications. We summarize below the-
oretical insights regarding systems that comply with [1].

Arıkan [19] calculates upper and lower bounds on I (X; Y),
with some restrictions on the channel, and for specific signals.
[19] applies its bounds to the channel model defined by the
IEEE for ultra wideband systems [52]. The upper bound [19,
Proposition 1] applies to uncorrelated channel coefficients
that are circularly symmetric Gaussians with zero mean and
no correlation, and a transmitted signal that is uncorrelated
over frequency and has a constant modulus. The mutual infor-
mation is upper bounded by [19, Equation 21]:

(34)

where εs is the energy per symbol E [|x|2] = εs, {gi} are the
baseband channel coefficients at different delays and the over-
bar indicates statistical mean (original notation is different).
Note that the channel coefficients are not necessarily identi-
cally distributed.

Reference [19] calculates its bounds for the channel model
defined by the IEEE working group for UWB [52], with atten-
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tion to the FCC ruling. The main conclusions are these: the
channel can be effectively utilized (that is, a rate of a few Gb/s
is achievable) by systems that transmit continuously. The
underlying reason is that with a limitation of the spectral den-
sity of the transmitted signal rather than its overall power,
there is no need for peaky signaling. Another conclusion is
that the penalty for channel uncertainty is not significant
under the channel conditions defined in [52] (with 200 µsec
block coherence). In other words, the time needed for train-
ing is small comparing to the coherence time of 200 µsec.

Molisch et al. [53] calculate the fourthergy of practical time
hopping and frequency hopping systems. The fourthergy,
defined in [30], is related to the fourth order moment of the
received signal; it is closely related to the signal peakiness.
Reference [53] focuses on FCC-compliant systems, where the
spectral density is limited rather than the average power, it
calculates the fourthergy as means of upper bounding the
data-rate of the systems it analyses. Using this upper bound it
shows that the bandwidth used should be the maximal allowed
by the FCC. For frequency hopping systems, [53] shows that
the dwell time at each subband should be at least as long as
the maximal delay of the channel response.

MULTIPLE ANTENNA SYSTEMS

INTRODUCTION

The analysis of MIMO systems often focuses on the effects of
antenna correlation on the minimum normalized energy per
bit and the wideband slope defined by [5], see [10, 11] for
analyses of this kind. Wu & Srikant [54] deviate in the type of
analysis they offer: they focus on the error exponent. The per-
formance of systems with a peak constraint depends on anten-
na correlation and coherence time [10, 54], and it improves
with receive antenna correlation and with correlation of the
channel over time.

MIMO analysis often assumes Rayleigh fading [4, 10, 14,
20, 54–56], Lozano at al. [11] analyze the effects of the Ricean
K factor on the minimum energy per bit and the wideband
slope. The assumption of a block-constant channel is almost
universal in the analysis of MIMO systems, with the exception
of [10] that analyzes channels with correlation over time.

With transmitter knowledge of the channel, the optimal
way to transmit is via beam-forming [10, 14]. Systems that do
not use beam forming, and transmit uniformly on all transmit
antennas are analyzed by [10, 55], these systems are more
severely limited by peak constraints.

Most of the work presented here assumes a narrowband
channel model, exceptions are [55] and [57] that analyze a
wideband model, and to some extent [20]. Zhang et al. [58]
present a simulation based calculation of achievable rates
of MIMO systems communicating over channels with
memory.

NOTATION

Consider a narrowband MIMO system with nT transmit
antennas and nr receive antennas. The channel model is

(35)

where y is the 1 × nR received vector, and x the 1 × nT trans-
mitted vector. The channel matrix H is nR × nT and the addi-
tive Gaussian noise vector z is 1 × nR, its entries are circularly
symmetric zero mean Gaussians with unit variance. g is a
scalar gain parameter.

Antenna correlation is often analyzed with Rayleigh fading
channels, it is usually modeled by the separate effects of cor-

relation at the transmitter and receiver, where the channel
response H is given by

(36)

W is a matrix of i.i.d. Gaussians CN (0, 1) and ΘT and ΘR hold
the normalized correlation of the transmit antennas (ΘT) and
receive antennas (ΘR). These two matrices have unit diago-
nals.

Additional notation: AH is the conjugate transpose of the
matrix A and λmax(A) is its maximal eigenvalue. We use pT for
the average transmitted power and pR for the average received
power per receive antenna, other notation was given earlier.
When quoting results we sometimes replaced the original
notation, in order to unify our presentation.

Channel knowledge at the transmitter and receiver has pro-
found implications on system performance. In order to clarify
the different combinations of channel knowledge discussed
below, and to prevent confusion, the relevant assumptions are
italicized.

DEGREES OF FREEDOM OF THE MIMO CHANNEL

Ray et al. [4] extend [2] and study the connection between the
channel uncertainty penalty and the coherence length of the
channel, for MIMO systems. The channel model is essentially
a collection of narrowband i.i.d. Rayleigh flat fading channels.
The time dependence is block constant with independent
channel realizations over blocks. The transmitter does not know
the channel.

The analysis in [4] connects the coherence time with the
capacity penalty due to lack of knowledge of the channel at the
receiver. The capacity is represented using a penalty term
[nats/dimension]:

C = rSNR – ∆(nT,nR) (SNR) (37)

where rSNR is the first order (linear) term in the SNR, r is a
scalar that depends on system parameters.

The capacity penalty is upper bounded:

(38)
only if the coherence time is lower bounded by

(39)

where α ∈ (0, 1]. Tc indicates the number of symbols per
coherence period per single input single output narrowband
channel,” essence, [4] shows that in order to obtain a certain
capacity over the MIMO channel, the coherence time must be
long enough.

In channels where

the penalty for channel uncertainty is small, namely it has
higher order than 2 (in SNR). In other words, the rates
achievable by systems where the receiver does not know the
channel are identical (in order) to the rate of systems where
the receiver knows the channel.

Raghavan & Sayeed [14] calculate the channel uncertainty
penalty for a particularly favorable channel (the “beam-form-
ing” channel, see Fig. 3) and continuous (non-peaky) trans-
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mission. They show that coherent capacity is achievable, i.e.,
∆(SNR) ~ SNR–2, if Tc ≥ O (1/SNR). Reference [14] also
shows that training systems may achieve coherent capacity
over the beam-forming channel. Thus, a favorable channel
that has a long coherence time enables better performance
(small ∆(SNR)) over channels that vary often.

Borgmann & Bölcskei [55] analyze the capacity of MIMO
systems, where the channels between each pair of transmit-
receive antennas are independent. The channel is not known to
the transmitter nor the receiver. The systems they analyze
spread their power evenly over transmit antennas and band-
width, and implicitly over time as well, i.e., no form of peaky
signaling is considered.

The analysis focuses on the capacity penalty due to not
knowing the channel. The channel model is multipath over
time with independent paths, and block constant. Reference
[55] shows that increasing the number of transmit antennas
increases the channel uncertainty penalty. The intuition is that
the number of channel DoF is proportional to the number of
transmit antennas because of the absence of channel correla-
tion. A practical implication is that as the system bandwidth
increases, the transmit antennas should be gradually switched
off, until only one antenna remains above a large enough
bandwidth.

A similar conclusion is presented by Rao &Hassibi [34],
who analyze systems with no knowledge of the channel. They
show that with a fourth moment constraint on the transmitted
signal, the mutual information in the low SNR regime depends
quadratically on SNR. Reference [34] proceeds to show that
in many cases of interest it is best to use a single transmit
antenna. Another interesting conclusion presented in [34] is
that in systems with continuous transmission, training is inef-
fective at the low SNR regime.

Reference [56] shows that the number of channel DoF
should be compared to a critical value

(40)

where pR is the average received signal power per receive
antenna and the noise power is N0 = 1, note a similar expres-
sion for L

~
for the single antenna case in Eq. 33. Equation 40

holds for channels with identically distributed paths, namely a
uniform power delay profile. The capacity lower bound
depends on the critical number of DoF via

(41)

where Ccoh is the capacity with perfect channel knowledge at
the receiver and L

~
is the number of i.i.d. channel paths. Note

a similar expression in [28]. We see that if the number of
channel paths increases, the capacity is reduced. Reference
[55] shows (numerically) that an exponential power profile
implies a lower channel uncertainty penalty than a uniform
profile with the same overall power.

Raghavan & Sayeed [14] and Liu et al. [20] analyze MIMO
channels with equal numbers of transmit and receive anten-
nas, where only part of the channel matrix contains non-zero
entries. They consider flat fading Rayleigh uncorrelated chan-
nels, where the receiver knows the channel but the transmitter
does not. Thus, the number of non-zero entries in the channel
matrix equals the number of degrees of freedom of the chan-
nel.

Reference [20] presents a physically inspired channel
model, where transmission at any specific angle from an
antenna array at the transmitter induces signals at a limited
set of angles at the receiver side. The essence of the channel
model in [20] is that a narrow angular region of effect (at the
receiver) limits the effective number of degrees of freedom of
the channel. The degree of connectivity Dc equals the number
of angular bins at the receiver side that are coupled to trans-
mission at each single angular bin at the transmitter. The
channel matrix is composed of Dc diagonals with uncorrelated
Gaussian entries. The angular resolution at either side is
determined by the number of antennas and their arrangement
in space.

In the limit of small transmit power pT, channels with fixed
connectivity Dc offer capacity ~ DcpT [20, Theorem 9]. This
result depends on the number of transmit and receive anten-
nas via the implicit dependence of the connectivity.

Reference [20] analyses the minimum required energy per
bit required for reliable communication and the wideband
slope defined by [5]. It concludes that the minimumenergy per
bit over a wideband Dc-connected channel is –1.59–10 log10 Dc
dB, irrespective of the number of antennas. The wideband
slope is characterized for input distributions that do not
depend on SNR, and it equals

Reference [20] discusses the number of independent chan-
nel paths needed to sustain the connectivity level as the num-
ber of transmitter and receiver antennas grows. It concludes
that a linear growth of the number of paths (with the number
of antennas) allows a fixed connectivity Dc. For a fixed num-
ber of paths, the capacity saturates as the number of antennas
grows. A linear growth in capacity (with the number of anten-
nas) is possible if the number of paths grows quadratically
with the number of antennas.

A more general channel model is discussed by Raghavan &
Sayeed [14], where different arrangements of the non-zero
entries in the channel matrix are allowed. [14] essentially com-
pares the arrangements of the non-zero entries of H, in terms
of the minimum required energy per bit for reliable communi-
cation and the wideband slope. The three types of channels
considered are termed (in a rather confusing manner) beam-
forming, ideal and multiplexing (Fig. 3), they are presented in
more detail in [59]. Considering the low SNR regime, the best
channel in terms of minimum energy per bit is the beam-
forming channel, where a small number of transmit antennas
is effective, and each of these antennas is received by many
(or all) receive antennas. By effective we mean that a transmit
antenna is heard by the receiver; The non effective transmit
antennas are disconnected from the receiver, because the rel-
evant entries in the channel matrix are zero. The minimum
energy per transmitted bit is given by

(42)

where n equals the number of transmit and receive antennas,
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and q(n) is the number of receive antennas connected to
each effective transmit antenna. [14] calculates the wide-
band slope of a number of channels with different arrange-
ments of the non-zero entries, but it concludes that the
minimum energy per bit is the more meaningful parameter.
The reason is that a significant difference in the minimum
energy per bit is a first order difference in capacity, that
cannot be compensated by the second order effect of the
wideband slope.

MINIMUM ENERGY PER BIT AND THE WIDEBAND SLOPE

Lozano et al. [11] analyze the minimum transmitted energy
per bit and the wideband slope for fairly general multiple
antenna systems, where the receiver knows the channel perfectly
and the transmitter does not. The noise includes interference
that may not by Gaussian; for systems with interference, the
receiver knows the correlation of the additive noise that
depends on the channel between each interfering transmitter
antenna and the receiver antennas.

The general result appears in Eq. 14 and Eq. 15 of [11];
The minimum transmitted bit energy required for reliable
communication is

(43)

and the wideband slope

(44)

where Φn (H) is the normalized correlation of the noise at the
different receive antennas. ζ(A), the dispersion of A, is
defined, for a n × n matrix by

Systems with perfect channel knowledge at the transmitter
and receiver, but no power control at the transmitter achieve a
normalized minimum energy per bit given by Verdú [5, Eq.
205], and quoted by [60, Eq. 17]:

(45)

for g = 1. Jorswieck & Boche [60] show that the minimum
energy per bit is Schur-concave « with respect to channel cor-
relation, either at the transmitter or at the receiver. Schur-
concavity of a real scalar function f(r), with r a real vector
input if length n, is defined with respect to ordering of vectors
using majorization. The vector r majorizes s if Σn

i=1 ri = Σn
i=1 si

and ∀i = 1 … n – 1, Σ i=1
n–1 ri ≥ Σ i=1

n–1 si. Performance improves
(Eb/N0min decreases) as the correlation decreases, because the
maximal eigen-value λmax(HHH) is larger for small antenna
correlations.

In systems where the transmitter does not know the channel
but the receiver has full knowledge of the channel, the normal-
ized minimum energy per bit is given in [11, Eq. 17] over
Ricean channels with correlated antennas and additive white
noise (no interference).

(46)

This result does not depend on the Ricean K factor, and it
holds for Rayleigh channels, a similar result for Rayleigh
channels is given by [5, Eq. 213].

Zhang & Laneman [10] analyze the minimum energy per
bit in systems where the transmitter knows the statistical struc-
ture of channel and the receiver does not know the channel. The
transmitter should use beam-forming in order to achieve
capacity in this case, and the weights (power allocation) over
the transmit antennas are determined by the eigen-vector of
ΘT that corresponds to the maximal eigenvalue. With Rayleigh
channel the derivative of the capacity is

C⋅(0) = nRλmax(ΘT) (47)

whereλmax(ΘT) is the maximal eigen-value of ΘT. The corre-
sponding normalized minimum energy per bit, with g = 1 is

(48)

The same setup, namely systems where the transmitter
knows the covariance of the channel and the receiver has perfect
channel knowledge with a Rayleigh channel, is analyzed by
Jorswieck & Boche [60]. Equation 20 there is identical to Eq.
48 above. The minimum Eb/N0 does not depend on receiver
correlation, and it is Schur-concave ∩ with respect to trans-
mitter correlation [60, Theorem 3]. System performance
improves with increasing transmit correlation, because the
minimum energy per bit decreases.

The Wideband Slope — With perfect channel knowledge at
the transmitter and receiver but no power control at the trans-
mitter, a system operating over a Rayleigh channel has [60,
Eq. 18]:

(49)

The wideband slope is Schur-convex ∪ with respect to correla-
tion.

For systems operating over Rayleigh channels, with a
receiver that knows the channel perfectly and a transmitter that
does not know the channel, we quote the wideband slope from
[60, Eq. 12], a different form of the same result is given by [5,
Theorem 13] and [11, Eq. 19]. The wideband slope depends
on the number of antennas and on the correlation, and it
decreases as antenna correlation increases.

(50)

The wideband slope over Rayleigh channels satisfies [11]

(51)

where the lower bound is tight for fully correlated transmit
and receive antennas, and the upper bound is tight for inde-
pendent antennas. The lower the correlation, the higher the
channel capacity available to the system, though the effect is
second order. Jorswieck & Boche [60] show that the wideband
slope in Eq. 44 is Schur-concave ∩ in both the transmitter and 
receiver correlation.

In systems where the transmitter knows the covariance of the
channel and the receiver has perfect channel knowledge and the
channel is Rayleigh, [60, Eq. 21] gives the wideband slope:

1
2

0≤ ≤
+

S
n n

n n
T R

T R

S
n n

n n
T R

T k
n

k R R k
n

k T
R T

0 2
1

2 2
1

2

2
=

+= =∑( ( )) ( ))λ λΘ Θ∑∑

S
E HH

E HH

H

H
0

2

2

2
=

( )⎡
⎣

⎤
⎦( )

( )( )⎡

⎣
⎢

⎤

⎦
⎥

λ

λ

max

max

E

N C n
b
t

e e

R T0

2

0

2 1

min max

log

( )

log

( )
= =� λ Θ

E

N g n
b
t

e

R0

2 1

min

log
=

E

N

e

E HH
b
t

H
0

2

min

log

( )
=

⎡
⎣

⎤
⎦λmax

ς ( )
( )

( )
.A n

E A

E A
=

⎡
⎣

⎤
⎦

[ ]
Trace

Trace

2

2

S
n

HH H
R

n
0 1

2
=

( )−ς † ( )Φ

E

N g

n

E HH H
b
t

T

n0

2
1

min
†

log

{ ( )}
=

⎡
⎣

⎤
⎦

−Tr Φ

Authorized licensed use limited to: Provided by the UBC Science & Engineering Library. Downloaded on December 12, 2008 at 19:41 from IEEE Xplore.  Restrictions apply.



IEEE Communications Surveys & Tutorials • 2nd Quarter 2007 15

(52)

where {wk}nR
k=1 are i.i.d. standard exponentially distributed

parameters [12]. The wideband slope does not depend on
transmitter correlation, it is Schur-concave ∩ with respect to
receiver correlation. Receiver correlation degrades system
performance because it reduces the wideband slope.

OUTAGE CAPACITY

Zheng & Kaiser [57] analyze the outage capacity of wideband
MIMO systems. In their model, the MIMO channels (between
each transmit antenna and receive antenna) are independent,
and their amplitude distribution follows [61]. The channel
responses of different taps are also assumed independent.
Reference [57] assumes that the receiver knows the channel but
the transmitter does not. It uses numerical simulation to evalu-
ate the channel capacity with an exponential delay profile, for
various SNR and delay spread values.

Reference [57] concludes that when SNR is low, the out-
age probability decreases quickly as the channel delay spread
increases, and that using the optimal power spectral density
improves reliability in this regime. It also shows that in some
MISO systems, it is better to use only some of the transmitter
antennas. The communication rate (at a given outage level)
depends approximately logarithmically on the number of
receive antennas in a SIMO system, and approximately linear-
ly in a MIMO system.

CONCLUSION

Wideband radio communications are an emerging technology
expected to provide high rate services over ragnes of meters
and tens of meters in the near future. This survey attempted
to clarify central information theoretic themes related to this
type of communications. We focused on the connection
between low signal to noise ratio (SNR) and wideband com-
munications, and on the effect of the large number of channel
degrees of freedom (DoF) available to the communication
system. A system that operates in a coherent fashion, i.e., over
a channel that is known to the receiver, experiences the differ-
ent channel DoF as a source of diversity. However, incoherent
systems must estimate the channel and the large number of
DoF is a source of uncertainty. The gap between coherent
and incoherent operation is the central issue in much of the
literature surveyed here.
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