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Abstract. We propose a new phishing detection heuristic based on the
search results returned from popular web search engines such as Google,
Bing and Yahoo. The full URL of a website a user intends to access is
used as the search string, and the number of results returned and ranking
of the website are used for classification. Most of the time, legitimate
websites get back large number of results and are ranked first, whereas
phishing websites get back no result and/or are not ranked at all.

To demonstrate the effectiveness of our approach, we experimented
with four well-known classification algorithms – Linear Discriminant
Analysis, Näıve Bayesian, K-Nearest Neighbour, and Support Vector
Machine – and observed their performance. The K-Nearest Neighbour
algorithm performed best, achieving true positive rate of 98% and false
positive and false negative rates of 2%. We used new legitimate websites
and phishing websites as our dataset to show that our approach works
well even on newly launched websites/webpages – such websites are often
misclassified in existing blacklisting and whitelisting approaches.
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1 Introduction

Phishing attacks are pre-dominant in today’s web. The Anti-Phishing Working
Group (APWG) reported that there were at least 126,697 phishing attacks in
the second half of 2009, almost doubling the number of attacks counted in the
first half [1]. A lot of these attacks entice people into visiting fraudulent websites
that impersonate trusted entities, and persuade them to disclose their private
information such as passwords and bank account details. Figure 1 shows an
example of a phishing website posing as Facebook; notice how the URL in the
red box (http://h1.ripway.com/riki123/index.html) is completely different
to the original URL.

Some of the widely available and used phishing detection techniques include
whitelisting [2], blacklisting [19], and heuristics [3,16,7,24,22]. Although black-
listing is effective in detecting known-bad phishing websites, it can be weak
against detecting new ones. It is also difficult to efficiently update and verify the
website entries of central databases.
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Fig. 1. Example of a phishing website

Whitelisting, on the other hand, is effective against new phishing websites since
only those considered ‘trusted’ are accessed by users. However, it is somewhat dif-
ficult to know exactly which new legitimate websites a user will visit next and
have these entries added to the whitelist prior to their visit. If the coverage of the
whitelist is insufficient, it can incur a significant usability penalty. It is this usabil-
ity concern that currently discourages many users from using the whitelists.

Heuristic-based techniques look for common characteristics of phishing web-
sites. Since these techniques do not rely on central databases being up-to-date,
they can be more effective against detecting new phishing websites. Neverthe-
less, heuristics will inherently incur false positives and false negatives, and there
is always a room for phishers to design their websites to bypass the heuristics
that are being checked.

This paper proposes a novel phishing detection method that uses the repu-
tation of a website for classification. Our intuition is based on the observation
that (1) the reputation of a legitimate website will grow over time unlike a phish-
ing website, and (2) a webpage’s reputation can be measured approximately by
querying popular search engines with its full URL and analysing the returned
results. In particular, the number of results returned and ranking of the website
give good indication as to what the nature of the website is.

Our approach has two key advantages: (1) it can be very effective against new
websites since the web search engines crawl and cache hundreds and thousands
of new and old webpages per second; (2) it is simple to implement and deploy.
To demonstrate feasibility, we evaluated performance of four well-known clas-
sification algorithms, Linear Discriminant Analysis, Näıve Bayesian, K-Nearest
Neighbour, and Support Vector Machine, on three different search engines,
Google1, Bing2 and Yahoo3.

1 http://www.google.co.uk/
2 http://www.bing.com/
3 http://uk.yahoo.com/

http://www.google.co.uk/
http://www.bing.com/
http://uk.yahoo.com/
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The next section gives an overview of how our approach works. In Section 3,
we introduce the four classification algorithms. Then, in Section 4, we discuss
the feasibility of our approach based on the experiment results, and recommend
how it should be used in practice. Some related work is discussed in Section 5.
Finally, we conclude in Section 6.

2 Phishing Detection with Popular Search Engines

The key idea is simple: a user’s trusted application queries a popular web search
engine using the full URL of a website she intends to access (e.g. “http://www.
example.com” would be your search string), and analyses the ‘number of results’
returned and ‘ranking’ of the website to make a decision.

As with any other heuristic-based methods, a system designed to use our ap-
proach can be fully automated. When the user tries to visit a website, her trusted
application – this could be a web browser plug-in or a built-in feature – will first
submit a search query to a web search engine using the full URL string without
parameters; for example, if the user wishes to access “http://www.facebook.
com/profile.php?id=12345”, then the concatenated string “http://www.
facebook.com/profile.php” will be submitted. From the returned search re-
sults, the application will fetch two attributes: the ‘number of results’ and ‘rank-
ing’ of the queried URL; and use this information to determine whether the
website is legitimate. The ranking is measured by looking at where the queried
URL appears on the returned results: ranking n implies that the URL appears
as the nth result.

Most of the time, legitimate websites that are safe for users to browse and
match are ranked first; phishing websites, on the other hand, have lower ranking
or are not ranked at all. Legitimate websites also have larger number of search
results compared to phishing websites. This can be explained by the long-lived
nature of legitimate websites and the growing number of in-links as oppose to
the short-lived nature of phishing websites and the small number of in-links
(usually none) they have. Figure 2 shows the differences between the search
results returned from Google when queried with (a) the original URL of Facebook
and (b) URL of its phishing website.

When a search engine is queried with a URL, it ranks a cached/indexed
website very high, often first, if this website’s URL exactly matches the queried
URL. Our approach fully exploits this aspect of search engines to accurately
identify even the recently published legitimate websites that do not have many
in-links, or long-lived legitimate websites that are unpopular and have small
number of in-links.

Moreover, new legitimate websites tend to build their reputation more quickly.
Table 1 compares how the reputation of new legitimate websites and phishing
websites change on Google over a period of 5 days – day 1 being the first day that
a website/webpage was created. New webpages published through well-known
websites like BBC and Amazon were used to observe the trends for the legiti-
mate websites. As for the phishing websites, 5 most recently listed on an online

http://www.example.com
http://www.example.com
http://www.facebook.com/profile.php?id=12345
http://www.facebook.com/profile.php?id=12345
http://www.facebook.com/profile.php
http://www.facebook.com/profile.php
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(a) Facebook (b) A phishing website

Fig. 2. Differences in the search results returned from Google when queried with the
original URL of Facebook and the URL of its phishing website. With the original URL,
the ‘number of results’ returned is 2,340,000,000 and the website is ranked first, while
it is only 3 for the phishing website which is not ranked at all.

Table 1. How the reputation of new Legitimate Websites (LWs) and Phishing Websites
(PWs) change on Google over 5 days

D-1 D-2 D-3 D-4 D-5

LW1
No. of results 7 41 48 79 105

Ranking 1 1 1 1 1

LW2
No. of results 2 8 9 9 9

Ranking 2 1 1 1 1

LW3
No. of results 3 35 39 90 83

Ranking 1 1 1 1 1

LW4
No. of results 6 268 158 289 308

Ranking 1 1 1 1 1

LW5
No. of results 1 4 1 1 2

Ranking 1 1 1 1 1

D-1 D-2 D-3 D-4 D-5

PW1
1 1 0 0 0
0 0 0 0 0

PW2
2 5 3 1 1
0 0 0 0 0

PW3
3 3 2 1 1
0 0 0 0 0

PW4
2 4 3 1 1
0 0 0 0 0

PW5
2 4 3 1 1
0 0 0 0 0

phishing URL database called ‘PhishTank’4 were used. Even during this short
period of time, we observed that the number of results for legitimate websites in-
creased more quickly and they were all ranked first from the second day onward.
In contrast, the phishing websites had fairly static, small number of results and
were never ranked on Google. Our approach uses such distinct characteristics
between the two groups to measure their reputation and classify them.

After collecting the two information, the user’s trusted application processes
them using the pre-generated classifier to determine the nature of the website. If
the website is likely to be a phishing website, the user is given a warning message
to deal with; otherwise, the user is free to access the website.

In the next two sections, we describe four different classification methods that
may be used to train a classifier, and demonstrate how each method performs
on the search results returned from three popular search engines, Google, Bing
and Yahoo.

4 http://www.phishtank.com

http://www.phishtank.com
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3 Applying Classification Methods

Given a set of search results for the website URLs, our problem can be reduced
to a classification problem: the input will be a set of training samples in the form
of 〈nu, ru, cu〉 for a URL, u, where nu, ru, and cu are the ‘number of results’
returned, ‘ranking’ of the website, and ‘indicator’ that shows whether u belongs
to a phishing website, respectively. cu will be TRUE if u belongs to a phishing
website; otherwise, it will be FALSE.

A classification method should be carefully selected based on constraints such
as the desired level of accuracy, time available for development and training,
and nature of classification problems. We carried out a number of experiments
to evaluate four different classification methods and to find the best performing
(most suitable) one. This section introduces these classification methods and the
experiment results are discussed in Section 4.

3.1 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) is a powerful tool for dimensionality re-
duction and classification [8]. Given a set of search results, LDA finds a linear
transformation of the training samples with nu and ru that best discriminates
between legitimate and phishing websites. LDA performs well if the features of the
dataset are linearly independent. So we expect LDA to be sufficient for detecting
phishing websites since nu and ru between legitimate and phishing websites are
likely to be discriminated linearly.

3.2 Näıve Bayesian Classification

Näıve Bayesian (NB) classification algorithm [6,21] is one of the most success-
ful learning algorithms for text categorisation. Based on the Bayes rule, which
assumes conditional independence between classes, this algorithm attempts to
estimate the conditional probabilities of classes given an observation. The joint
probabilities of sample observations and classes are simplified because of the
conditional independence assumption. While this Bayes rule assumption is of-
ten violated in practice, NB is known to perform well in many existing applica-
tions [17].

3.3 K-Nearest Neighbour Classification

K-Nearest Neighbour (KNN) classification is a non-parametric classification algo-
rithm. KNN has been applied successfully to various information retrieval prob-
lems. KNN uses an integer parameter K. Given a search result for a URL, u, the
algorithm finds K, the closest training data that points to this result, and uses
the majority vote to determine whether the website with u is a phishing website.

Without any prior knowledge, the KNN classifier usually applies Euclidean
distances as the distance metric. This simple method can often yield competitive
results even compared to other sophisticated machine learning methods. The
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performance of KNN is primarily determined by the choice of K as well as the
distance metric applied [13]. However, choosing a suitable K value is not easy
when the points are not uniformly distributed [5].

3.4 Support Vector Machines

Support Vector Machine (SVM) [20,4] is known as one of the best supervised learn-
ing techniques for solving classification problems with high dimensional feature
space and small training set size. The idea is to find the optimal separating hy-
perplanes that classify data by maximising the geometric margin space between
the classes’ closest points. SVM is receiving great attention due to some excellent
performance it has achieved on real-world applications [9].

4 Experiment Results

The aim of our experiment was to demonstrate feasibility and effectiveness of our
approach, and determine the best performing classification method. We tested
with real legitimate websites and phishing websites, querying three popular
search engines, Google, Bing and Yahoo. The dataset (search results) collected
was then trained and classified using the four classification algorithms described
above (LDA, NB, KNN, and SVM).

4.1 Description of the Dataset

We quickly noticed that the search results returned for highly targeted websites
(e.g. banks, online payment services, and social networks) were strongly dis-
tinct from those returned for phishing websites. So rather than investigating the
well-established ones (which are relatively easy to classify), we focused more on
analysing the performance of classifying new websites/webpages: the legitimate
websites we used were only a few days or weeks old, and the phishing websites
were a few hours old.

Note, based on our original intuition about the growing reputation of legiti-
mate websites (see Section 1), this relatively new dataset represents the worst
case scenarios in the experiment; we expect more established websites such as
banks to have more distinct characteristics from the phishing websites. We tested
our approach under several conditions by changing the search engines and query
string formats. The dataset is summarised as follows:

– legitimate websites – 100 URLs of recently launched websites were collected
from ‘New Websites’5, which is a showcase for the latest websites;

– phishing websites – 100 URLs of the latest phishing websites were collected
from two well-known online phishing URL databases (50 from each), ‘Artists
Against 419’6 which contains phishing URLs as well as other forms of scams,
and ‘PhishTank’7 which only contains phishing URLs.

5 http://www.newlywebsite.com
6 http://www.aa419.org
7 http://www.phishtank.com

http://www.newlywebsite.com
http://www.aa419.org
http://www.phishtank.com
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(a) Google (b) Bing (c) Yahoo
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(d) Google(h) (e) Bing(h) (f) Yahoo(h)

Fig. 3. Scatter plot graphs showing the collected search results. X-axis and Y -axis
represent the ‘number of results’ returned and ‘ranking’ of the website, respectively.

We tested the three search engines individually (Google, Bing, Yahoo) and
also observed the performance of combining all of the results together (All).
With All, a total of six attributes, two from each search engine, were used for
classification. Having realised that the query string format, whether it includes
the string ‘http://’ in front or not, could affect the returned results, we used
two string formats: the first is ‘URL only’, e.g. “www.facebook.com”; and the
second is ‘URL with protocol’, e.g. “http://www.facebook.com”.

Classifiers generated by querying ‘URL with protocol’ to a search engine S
are denoted as ‘S(h)’, while classifiers generated by querying ‘URL only’ is
denoted as ‘S’ alone. Google, for instance, represents search results collected
from Google through querying ‘URL only’, and Google(h) represents results
collected through querying ‘URL with protocol’.

To visually observe the differences between the search results collected for
legitimate websites and phishing websites, we use scatter plot graphs with the
‘number of results’ on the X-axis and the ‘ranking’ of the website on the Y -axis.
These graphs are shown in Figure 3; for better visualisation of the dataset, the
X-axis only shows up to 5,000 and the Y -axis up to 10.

A number of distinct characteristics can be observed from these graphs. First,
all of the phishing websites, plotted with a red X, have a very small number of
returned results (quite a few have none), and most of them are not ranked or
ranked below 10 – this explains why many phishing websites are missing from
the graphs. Second, the majority of the legitimate websites are ranked first and
have large number of returned results; quite a number of legitimate websites
that have more than 5,000 results are not shown in the graphs. Interestingly,

www.facebook.com
http://www.facebook.com
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(c) KNN (K = 3) (d) SVM

Fig. 4. Performance of the four classifiers with respect to Accuracy, Specificity, and
Sensitivity

Yahoo(h) shows no phishing websites, indicating that most of them are either
ranked below 10 or not ranked at all; also, there are many legitimate websites
that are not ranked first.

4.2 Classification Results

For classification, we used the first half of the collected search results for training
and the rest for testing. The classifiers, as discussed in Section 3, were generated
with the first half of the data.

We then assigned the legitimate websites with ‘Positive’ answers (P ) and the
phishing websites with ‘Negative’ answers (N). True Positive (TP ), False Pos-
itive (FP ), True Negative (TN), and False Negative (FN) can be summarised
as below:

– TP – legitimate websites correctly classified as legitimate websites;
– FP – legitimate websites incorrectly classified as phishing websites;
– TN – phishing websites correctly classified as phishing websites;
– FN – phishing websites incorrectly classified as legitimate websites.

The graphs in Figure 4 show the performance of the four classifiers using the
following three measurements:

– Accuracy – the rate of the websites correctly classified (TP+TN
P+N );

– Specificity – the rate of true negative ( TN
TN+FP );

– Sensitivity – the rate of true positive ( TP
TP+FN ).

We also measured the running time of the classifiers to show the relative efficiency
of the classification algorithms; the results are shown in Table 2. These classifiers
were implemented using the built-in MATLAB library functions. The PC we used
for the experiment was equipped with an Intel quad-core 2.4GHz CPU and 64-bit
Windows operating system. The results show that all of the algorithms except
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Table 2. Average running time of the classifiers measured in seconds

LDA NB KNN SVM

Train Test Train Test Train Test Train Test

Google
– 0.000s 0.009s 0.110s 0.027s 0.000s 0.019s 0.392s 0.005s

(h) 0.000s 0.001s 0.020s 0.007s 0.000s 0.009s 0.040s 0.004s

Bing
– 0.000s 0.005s 0.021s 0.007s 0.000s 0.014s 0.057s 0.005s

(h) 0.000s 0.001s 0.021s 0.008s 0.000s 0.009s 0.007s 0.004s

Yahoo
– 0.000s 0.001s 0.021s 0.008s 0.000s 0.009s 0.089s 0.005s

(h) 0.000s 0.001s 0.021s 0.007s 0.000s 0.009s 0.057s 0.004s

All
– 0.000s 0.002s 0.058s 0.019s 0.000s 0.009s 0.207s 0.001s

(h) 0.000s 0.001s 0.057s 0.019s 0.000s 0.010s 0.091s 0.004s

Average – 0.000s 0.003s 0.041s 0.013s 0.000s 0.011s 0.118s 0.004s

SVM incur computational overhead that is less than 0.05 seconds for training
and less than 0.02 seconds for classifying. We argue that this is a reasonable
overhead.

Overall, the KNN (K = 3) classification algorithm produced the best results –
when ‘URL with protocol’ was queried on Yahoo (Yahoo(h)), KNN achieved 98%
in all accuracy, specificity and sensitivity. Such a high performance implies that
each data point, legitimate or phishing, can find two or three neighbours in the
same class and that are very closely related. The False Negative rate can also
be calculated using 1− Sensitivity, which gives a False Negative rate of 2% for
Yahoo(h).

The results were somewhat inconsistent for other three classification algo-
rithms. For example, both SVM and LDA performed bad with Yahoo(h) – unlike
our expectations, SVM did not outperform other algorithms. Since SVM is one of
the most generalised form of linear classifiers, it is likely that Yahoo(h) has a
nonlinear property. Although SVM performed well with Bing, when we consider
how expensive the tuning phase of SVM is (see Table 2), we would not recom-
mend using SVM. In contrast, NB performed bad with Bing: we speculate that
this is because NB relies on each attribute being independent, but the two at-
tributes were not truly independent in Bing. Hence, we would not recommend
using Bing or Bing(h) with NB; more obvious recommendations would be to use
Google or Yahoo. If one wishes to use these as the classification algorithms, the
search engine and/or the query string format should be selected carefully.

In addition, we observed that Yahoo queried with ‘URL only’ and All search
engines combined together can both achieve reasonable and stable performance
with any classification algorithm. The linear property of Yahoo allows all of the
classification algorithms to perform reasonably well. If one wishes to use All, the
response time of querying all three search engines should be carefully evaluated
first. In our experiment, the average response time for querying Google with
both the phishing and legitimate websites was 0.161 seconds. If we assume that
the response time for querying the other two search engines is the same, then the
total response time for using All would be 0.483 seconds. On average, it would
take about 0.483 seconds (plus the running time for classification as shown above)
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more to access a webpage. Hence, for any given classification algorithm, the use
of All should be considered only if it outperforms the best performing single
search engine.

5 Related Work

Over the years, a wide range of phishing detection techniques have been pro-
posed and deployed. One of the most used techniques seems to be blacklisting.
Most of the anti-phishing applications available, including those built into main-
stream web browsers, use blacklists for detecting phishing sites. Typically, a
URL database of known-bad websites is managed and used for detecting phish-
ing websites.

These blacklisting approaches [19], however, only provide a partial solution
with partial list of global phishing websites, and are not completely effective
against new phishing websites. To make the matters worse, the majority of the
phishing websites are short-lived (e.g. lasting hours) and hundreds of new ones
appear everyday [15], making it difficult to update and check against the central
databases.

In contrast, whitelists manage a list of known-good websites. Whitelists are
generally divided into global lists updated by central servers and personalised
lists managed by the end users as needed. Due to its inherent usability issues,
whitelists are currently used only in the preprocessing step, i.e. before the heuris-
tics are checked, to reduce false positives. Kirda and Krugel [12] have developed a
browser extension called AntiPhish to maintain trusted websites’ domain names
and credentials. Cao et al. [2] have proposed a method for constructing the user’s
personalised whitelists using the Näıve Bayesian classification algorithm.

One of the main limitations with using blacklists and whitelists is that they
can only classify previously-known phishing or legitimate websites. Inevitably,
these lists are not very effective when it comes to identifying a newly formed
website. To overcome this limitation, many heuristics-based techniques have been
proposed that analyse the HTML structure, URL, domain name, and webpage
contents [3,16,7,24,22]. These methods are capable of achieving true positive
rates between 85% and 95%, and false positive rates between 0.43% and 12%.
Here, the most challenging task is to extract the right features that correctly
identify phishing websites. When this task is not managed properly, they will
incur false positives and false negatives.

To minimise false positives and false negatives, Ronda et al. [18] have proposed
a user-assisted system that uses visual previews of the original web form and the
form the user intends to access — the user is expected to visually compare the
two previews and make a decision. Considering that many phishing websites are
now highly effective in replicating the original websites and forms, how much
this type of approach will add to the overall usability is questionable.

The majority of researchers have used the webpage contents to measure the
likelihood of phishing. For example, CANTINA [24] determines whether a web-
page is dangerous by scrutinising webpage features like ‘consistency of well-
known logos’ and ‘use of HTML form tags’. Again, this type of approach has
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limitations: if the heuristic looks for common properties of phishing websites, the
phishers can simply avoid these properties when designing new ones. In prac-
tice, most of these ideas are implemented as toolbars (built-in web browsers),
showing different types of security messages to help users mitigate phishing at-
tacks [3,14]. Some of the browser anti-phishing mechanisms were compared and
evaluated in [23]. More recently, Kim and Huh [11] have proposed a method for
identifying phishing websites using the network performance characteristics such
as the round-trip time. This method is capable of achieving true positive rate of
99.4% and false positive rate of 0.7%.

Bain et al. [10] have evaluated a number of online resources in assisting phish-
ing detection. In particular, they have demonstrated that Google PageRank and
Yahoo! Inlink, which rank websites according to the number of in-links, can be
effective in identifying phishing websites. The domains of legitimate websites
usually have in-links from credible websites whereas the phishing websites do
not. However, one concern is that such ranking systems only use the in-link
information to rank a website. Many newly formed legitimate websites, which
are not so much exposed to the public, may not have any (or very small num-
ber of) in-links from credible websites. This will introduce high false positives –
that is, legitimate websites appearing as phishing websites. Our approach, by
submitting the website URL as the search string, also checks whether there is a
cached website/webpage with the exact same URL. Most of the time, the search
engines we tested with, Google, Yahoo, and Bing, ranked a website first in their
search results if the queried URL exactly matched this website’s URL, regardless
of the number of in-links it may have. Hence, even the new legitimate websites
that have small number of in-links are likely to be ranked very high using our
approach. We have demonstrated this in Table 1: even from day 1, most of the
legitimate websites are ranked first; the phishing websites are not ranked at all.

Moreover, Google PageRank is updated approximately every 3 months. This
means a website may have to wait 3 months for its ranking to change: a legitimate
website that is currently ranked low (or not ranked) and is misclassified as a
phishing website, would continuously be misclassified until its ranking goes up
after 3 months. Our approach, on the other hand, uses the latest information
returned straight from the search engine, which is updated daily or even hourly.
Table 1 shows how quickly such information can change, and the need to capture
the latest information possible to make an accurate decision.

6 Conclusion and Future Work

Existing phishing detection techniques based on blacklists, whitelists, and vari-
ous heuristics tend to achieve low performance when it comes to classifying new,
recently launched websites. To address this weakness, we proposed a heuristic-
based technique that uses the reputation of the URL of a website, a property
that can be measured easily and quickly through any popular web search en-
gine. Our experiment results show that, when a search engine is queried with
the website’s full URL as the search string, the legitimate websites tend to get
back large number of results and are ranked first most of the time. The phishing
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websites, on the other hand, tend to get back very small number of results (one
or two) and are often ranked below 10 or not ranked at all.

For performance evaluation, we used three most popular search engines, Google,
Bing and Yahoo, to measure the reputation of 100 new legitimate websites and
100 new phishing websites. These recorded values were experimented with several
classification methods, Linear Discriminant Analysis, Näıve Bayesian, K-Nearest
Neighbour, and Support Vector Machine algorithms, demonstrating high accu-
racy in classifying the new websites.

Although we relied on a relatively small sample pool, our best performing clas-
sification method outperformed existing heuristics (these achieve true positive
rates between 85% and 95% and false positive rates between 0.43% and 12%);
and unlike previous experiments, our experiment focused more on analysing the
performance of classifying relatively new websites. Hence, we expect the perfor-
mance of classifying more established websites such as banks and social networks
to be significantly higher.

There are a few things that a phisher might try to bypass our system: the
phisher could provide a legitimate website for a while (to build a good reputation)
and then abuse this reputation, or compromise a legitimate website (that already
has a good reputation) and replace it with a phishing website. But these attacks
would be expensive, and perhaps forcing the phishers to perform such costly
attacks is a good thing. The phisher may also try ‘gaming’ the search engines
to manipulate their ranking/reputation algorithms, and such attacks may turn
out to be cheaper to perform than working around existing phishing filters.
However, as the phishing attacks become more sophisticated, we imagine that
a combination of anti-phishing mechanisms would be used in the future, rather
than just relying on one particular solution. Some combination of our method
and other existing heuristics may be used to provide a highly effective solution.

As part of the future work, we plan to increase the size of the dataset and
investigate any change in performance. Moreover, we would like to try these
classification methods on a more fresh set of phishing websites which are yet
to be registered on online databases. It would also be interesting to analyse
how different combinations of URL formats (e.g. leaving some parameters in the
URL) affect performance.
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