
ELEX 7860 : Wireless System Design
2020 Winter Term

Solutions to Midterm Exam

Exam 1

Question 1

For free-space propagation the received power is
given by the Friis equation:

𝑃𝑅 = 𝑃𝑇𝐺𝑇𝐺𝑅 (
𝜆
4𝜋𝑑)

2

where the wavelength is

𝜆 = 𝑐
𝑓 = 3 × 108

900 × 106 =
1/3m ,

and the antenna gains are:

𝐺𝑇 = 𝐺𝑅 =
4𝜋𝐴𝑒
𝜆2 = 4𝜋 ⋅ 10−2

(1/3)2 .

There were two versions of the question. For 𝑑 =
1 km and 𝑃𝑇 = 100mW,

𝑃𝑅 = 100 (4𝜋 ⋅ 10
−2

(1/3)2 )
2
(

1/3
4𝜋103 )

2
= 90 × 10−9 mW

and for 𝑑 = 100m and 𝑃𝑇 = 10mW,

𝑃𝑅 = 10 (4𝜋 ⋅ 10
−2

(1/3)2 )
2
(

1/3
4𝜋102 )

2
= 900 × 10−9 mW

which are −70.5 and −60.5 dBm respectively.

Question 2

After converting the power-delay profiles to power
(mW), subtracting the minimum delays and normal-
izing to a total power of 1, the normalized power-
delay profiles are:

p(τ)

delay (τ) (µs)
0 2

1/3

2/3

p(τ)
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0 2

1/3

2/3

(a) Themean excess delay is the first moment of the
normalized distribution:

̅𝜏 = ∑𝑝(𝜏)𝜏 = 1
3 ⋅ 0 +

2
3 ⋅ 2 =

4
3

(b) The RMS delay spread is the second central mo-
ment of the excess delay distribution:

𝜎 = √∑𝑝(𝜏)(𝜏 − ̅𝜏)2

=√
1
3 ⋅ (0 −

4
3)

2
+ 2
3 ⋅ (2 −

4
3)

2

=√
16
27 +

8
27 = √

24
27 ≈ 0.94 µs

Exam 2

Question 1

As described in the hint, reading from thismemory is
similar to transmitting data over a Binary Symmetric
Channel (BSC).
The question asks for the amount of information

that can be read from the memory with an arbitrarily
low error rate. By definition, this is the capacity of
the channel.
The capacity of the BSC is measured in informa-

tion bits per channel use. Each bit retrieved from a
memory cell is one channel use so the error-free in-
formation that can be stored will be the number of
cells multiplied by the channel capacity.
The capacity of the BSC is:

𝐶 = 1 − (−𝑝 log2 𝑝 − (1 − 𝑝) log2(1 − 𝑝))

There were two version of this question, one for
𝑝 = 2−8 and one for 𝑝 = 2−10. Computing the ca-
pacity:
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octave:5> p=2^-8
p = 0.0039062
octave:6> c=1-(-p*log2(p) - (1-p)*log2(1-p))
c = 0.96313
octave:7> p=2^-10
p = 0.00097656
octave:8> c=1-(-p*log2(p) - (1-p)*log2(1-p))
c = 0.98883

Thus the memory can store about 963 kbits or
988 kbits of information for error probabilities of 2−8
and 2−10 respectively.

Question 2

(a) As given in the question, 𝑛 = 7, 𝑘 = 4 and 𝑛 −
𝑘 = 7 − 4 = 31. The parity check matrix should
have dimensions of 𝑛 − 𝑘 by 𝑛 so 𝑛 − 𝑘 = 3 and
𝑛 = 7 (and 𝑘 = 4).

(b) To compute the transmitted codewords we find
the Generator matrix as:

𝐺 = [𝐼𝑘 | 𝑃]

where 𝑃 is the transpose of the first four colums
of𝐻:

𝐺 =
⎡
⎢
⎢
⎢
⎣

1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 0 1 1
0 0 0 1 1 0 1

⎤
⎥
⎥
⎥
⎦

There were two versions of this question. For
data bits 𝑑 = [1, 1, 0, 0] the transmitted code-
word is:

𝑥 = 𝑑𝐺

= [1 1 0 0]
⎡
⎢
⎢
⎢
⎣

1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 0 1 1
0 0 0 1 1 0 1

⎤
⎥
⎥
⎥
⎦

= [1 1 0 0 0 0 1]

and for 𝑑 = [0, 0, 1, 1],

𝑥 = [0 0 1 1 1 1 0]

1I accidentally made this question trivial by giving (𝑛, 𝑘) in
the question.
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