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Abstract—The state-space model-based control design for a
two-area interconnected AC electric power system using the
linear quadratic gaussian (LQG) controller is realized in this pa-
per. In industry, the classical integer-order proportional-integral
(PI) and proportional-integral-derivative (PID) controllers have
been broadly adopted for automatic generation control (AGC).
The conventional PI and PID controllers leverage area control
error (ACE) measurements to eliminate steady-state errors in
frequency and tie-line interchange active-power flow. This paper
presents a comparison amongst the dynamic response of the
conventional PI controller and observer-based servo controllers
designed using pole placement as well as LQG techniques. The
overarching goal of this work is to improve the dynamic response
of AGC systems through an optimal control method, namely,
LQG. This paper investigates AGC systems for interconnected
power systems and shows that LQG controllers perform better
than both the classical PI controller as well as the observer-based
one designed using pole placement.

I. INTRODUCTION

This paper presents a design for an Automatic Generation
Control (AGC) system using linear quadratic gaussian (LQG)
controller design in an AC power system assumed to operate
in sinusoidal steady state, i.e., voltages and currents are
represented as phasors. In particular, we consider the setting
of the bulk AC power system, which is divided into multiple
control areas, with synchronous generators supplying constant-
power loads through a linear time-invariant electrical network.

To ensure reliable and secure power system operation and
control, generation and load balance is necessary to main-
tain the nominal operating frequency and scheduled tie-line
interchange power flow [1]. This is achieved by the AGC
system in an interconnected power system. As the load demand
varies randomly, the system frequency and tie-line power
interchange also vary [2]. The AGC system aims to maintain
system frequency at the nominal value, maintain generation
of individual units at the most economic value, and keep
the correct value of tie-line power flow between different
control areas of the power system. The AGC system responds
to load changes by adjusting the active-power generation in
each control area correspondingly so that frequency and tie-
line deviations are suppressed. Additionally, the controller
preserves the independence of all control areas by allowing
each area to absorb its own load fluctuations. In addition to
step load disturbances, the AGC system must also contend
with small random disturbances and measurement noise.

Numerous approaches have been applied to tackle the
problem of AGC design. The major challenge in this task is
due to the nonlinear nature of the power system. Moreover,
in general, the system conditions and operating point vary
continuously during the daily cycle [3]. Some relevant prior
art includes: integer-order PI control that have limitations
such as long settling time and large overshoots [4], fuzzy
logic control that only replaces the ACE calculation and is
usually combined with the existing PI controllers [5], genetic
algorithm-based control [6], and active disturbance rejection
control [7]. The method proposed in this paper is unique in
that it guarantees robustness and optimal tracking trajectory
response using linear quadratic regulator (LQR) regardless of
disturbances and initial conditions. Given that pertinent system
information (such as load changes, topological changes, and
system parameters) are, in general, not readily available,
the controller incorporates an optimal estimator, namely the
Kalman filter, which accounts for disturbances and measure-
ment noise. Thus, the proposed controller is less sensitive to
exogenous disturbances and plant perturbations.

Traditionally, the AGC system’s main goals are to maintain
system frequency, scheduled tie-line flow, and economic oper-
ation of fuel-based generators. However, with the penetration
of renewable resources and given the prevalent competitive
electricity environment, the various functions of AGC are
potentially useful in a variety of settings to ensure that elec-
tricity markets can be operated in a fair and efficient manner.
For example, maintaining tie-line flow can be more broadly
applied as individual line-flow control, which may be used
to reduce congestion rents. Steering clear of specific power-
system applications, this paper illustrates ideas by focusing on
a two-area power system and showing the dynamic response
of three different controllers to rapid step load changes and
system frequency variations. The controllers examined in this
work are (i) a conventional PI controller using the transfer-
function approach, which is tuned through trial and error,
(i1) an observer-based controller consisting of a state-feedback
controller combined with a full-dimensional observer, which
is tuned using the pole placement technique, leading to more
predictive behaviour because pole locations can be chosen
precisely, and (iii) an LQG controller consisting of an LQR
controller combined with a Kalman filter, which is tuned by
selecting LQR performance index weighting factors.
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Fig. 1: Two-area interconnected AC power system.

II. SYSTEM DESCRIPTION AND ANALYSIS

Consider the two-area interconnected power system shown
in Fig. 1 and assume that it is in pseudo steady state with
voltages and currents represented as phasors; system dynamics
arise from generators and loads. The network consists of two
independent subsystems referred to as control areas, each
of which utilizes its own AGC system. We note that the
subsystems are independent in the sense that each control
area is responsible for absorbing its own load changes. Each
control area consists of the subsystem shown in Fig. 2, where
the generators supply the loads through transmission lines.
Balancing generation and load eliminates frequency deviations
only. To ensure that tie-line interchange deviations from sched-
uled transactions are eliminated as well, each area must absorb
its own load variations. The control areas are connected via
interchange transmission lines where power can flow from one
area to another. This is usually done for economic and reliable
operation in case of contingencies [8].

With respect to Fig. 1, denote the changes in frequency,
valve position, power generation, active-power tie-line flow,
speed changer setting, and power demand, by Af, AX, APg,
APrp, APg, and APp, respectively. The overall control
objective of AGC system is to eliminate steady-state error
in Af and APrp, which are the monitored outputs. Load
changes in the system APp behave as step disturbance. The
control input of the AGC system in each area is AP¢, which
feeds into the governor, subsequently changes AX to allow
more or less primary fuel source through the turbine, and
ultimately adjusts power generation APg. The assumptions
made in multi-area power system control are that (i) the overall
governing characteristics of the operating units in any area can
be represented by linear curves of frequency versus genera-
tion, (ii) governors in all areas start acting simultaneously to
changes in their respective areas, and (iii) secondary control
devices act after the initial governor response is complete [9].

A. Modelling

The interconnected power system in Fig. 1 is represented
using a small-signal model linearized around a steady-state op-
erating point. Referring to Fig. 2, the electrical load, generator,
governor (speed controller), turbine (prime mover), and tie-line
blocks in control area ¢ (where ¢ = 1 or 2) are modelled as
follows [10]. The aggregate electrical load is modelled using

APg; = APp; + APyry, + %Afl (1)
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Fig. 2: Individual control area subsystem.

TABLE I: Parameters values used in two-area system in Fig. 1.

Control Area 1 | Control Area 2

Kpe1 =120 | Kpsz = 100
Tps1 =20s Tps2 =225
Tog1 =025 | Tug2=03s
Ry =25 R =3
Tﬂ =04s th =0.5s
Ti2 = 0.0127 Ty = 0.0127

The electrical generator is modelled using

Kpsi 1 Kpsi Kpsi

Af; = APgi — —Af; — APp; + APrp;,
f Tpsi Tpsi f Tpsi b pst rr
2
with the combined governor/turbine modelled as
. 1 1 1
AX;, = —APo; — —AX, — —Af;, 3
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APg; = —AX;, — —APg;. 4
Gi = T, Al “)
Finally, dynamics in the tie-line flow are modelled using
APTL = 27TT12(Af1 — Afg) (5)

In (1)-(5), K, denotes the power system gain constant
for area i; Tpg, Tsgi, and T3 denote the power system,
governor, and turbine time constants, respectively; for the
generator in area ¢, R denotes the governor droop (speed
regulation) constant; and 775 denotes the maximum tie-line
active-power flow. For the system shown in Fig. 1, the values
for the aforementioned parameters are reported in Table 1. The
values are chosen from a range of typical values for these
constants [9].

B. State-space Model

Define state, input, disturbance, and output vectors as
T = [Afl Afs AXy; AXs APs;1 APgy APrp
w=[APo1 APos]’, w=[APp, APps]"
y=[Af APTL}Tv

1"

3

respectively. With the component models described in (1)—
(5), the system state-space model for the power system with
two interconnected control areas depicted in Fig. 1 can be
formulated using the following state and output equations:

T = Ax + Bu + Byw,

where matrices A, B, B,,, and C are defined in (7)—(8).
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Fig. 3: Block diagram of conventional PI controller using ACE.

C. System Stability, Controllability, and Observability

This section analyzes the system to be controlled in Fig. 1.
The analysis is achieved by assessing the stability, controlla-
bility, and observability of the overall linearized state-space
system model described in (6). These system properties are
analyzed separately below.

1) Stability: The stability of the linearized system is as-
sessed using the eigenvalue criterion. The continuous-time
(CT) system model in (6) is found to be asymptotically stable
with eigenvalues —6.27, —0.53+£j2.19, —0.38, —0.454j1.55,
and —4.33. However, some eigenvalues are located near the
imaginary axis, which indicates that the system responds
slowly to disturbances.

2) Controllability: Designing a successful state feedback
control law requires that the system be fully controllable.
According to the pole-placement theorem, if (A, B) is con-
trollable, the eigenvalues of the closed-loop system (A — BK)
where K is the state-feedback gain, can be placed arbitrarily,
provided they are symmetric with respect to the real-axis. The
controllability condition requires that the controllability matrix
be of full row rank. By checking this condition for the system
in (6), we find that the controllability matrix has full rank of 7
and so the system is, indeed, controllable.

3) Observability: Constructing a suitable state-estimator
requires that the system be fully observable. When (A4, C)
is observable, the eigenvalues of (A — LC) where L is the
observer gain, can be placed arbitrarily, thus allowing the
estimation error to converge to zero asymptotically. Analo-
gous to controllability, the observability condition requires the
observability matrix be of full column rank. By checking this
condition for the system in (6), we find that the observability
matrix has full rank of 7 and so the system is observable.

III. CONTROL DESIGN

This section describes the design aspects of a classical
PI controller and observer-based servo controllers using both
pole placement and LQG techniques. The PI controller is
tuned mainly using trial and error, whereas the observer-based
controllers are tuned by placing the pole locations or tuning
the LQR performance index weighting factors to minimize the
cost function for a suitable feedback control law.

A. PI Controller

The PI controller design is based on classical transfer
function control. The PI controller gain is tuned using trial
and error. This constant gain is insufficient for the purpose of
AGC since the system conditions vary continuously and the
operating point changes rapidly. In addition to the unsatisfac-
tory dynamic response trajectory, the response time of the PI
controller is very slow. The widely used PI controller in AGC
depends on the area control error (ACE) measurement. The
ACE is a measure of generation and load imbalance in a power
system and is formulated using two indicators, frequency and
tie-line deviations, as follows:

ACE = BAf + APryp, )

where A f represents the difference between the actual and de-
sired system frequency,  represents the control area frequency
bias setting, and A Ppy, represents the difference between the
actual and desired tie-line interchange. The ACE measurement
is then fed to the PI controller, which sends the control input
signal to the governor, thereby changing the generation output.
The conventional AGC system is illustrated in Fig. 3.

B. Observer-based Servo Controller

The observer-based servo controller is designed using two
techniques, namely pole placement and LQG. Both techniques
share a common structure consisting of the combination of an
observer (state estimator) and a state feedback control law. The
state feedback control law is used to both stabilize the closed-
loop system poles and enhance the dynamic performance
of the controller. This is achieved by the state feedback
gain K. The observer is used to estimate the unmeasurable
state variables as they are required to design an effective state
feedback control law. Denote the state-estimates by &, which is
the output of the observer. While the observer-based controller
can regulate the output at a fixed reference point, it would not
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Fig. 4: Block diagram of an observer-based controller.

be able to track a time-varying reference signal. Therefore,
the servo (tracking) controller designed utilizes an integrator
to eliminate steady-state error where the output follows the
reference signal denoted by r very closely. Minimizing steady-
state error requires additional states denoted by z, and an
output feedback loop gain K,. The general structure of the
observer-based servo controller is shown as a block diagram
in Fig. 4.

1) Pole Placement: Similar to PI control, the pole place-
ment technique requires trial and error. However, it offers more
intuition in a general sense towards the effect of the pole
locations. The pole placement technique is advantageous due
to the existence of general rules of thumb that can be followed.
The poles are placed at suitable locations according to the
trade-off between convergence time, control input magnitude
(saturation), and overshoot. The pole placement technique
offers more robustness against step load disturbances and
utilizes a full-dimensional observer for estimating the state
variables in real time. The estimator poles are placed 5 to 10
times further away from the imaginary axis to allow the state
estimates to converge very quickly.

2) Linear Quadratic Gaussian: LQG control is the combi-
nation of linear quadratic regulator (LQR) state feedback and
Kalman filter state estimator. The LQG controller is optimal
in the sense that the LQR state feedback control law requires
minimal control signal deviations and the Kalman filter ac-
counts for random disturbances and measurement noise, with
which the power system of interest naturally contends. As
the system load levels fluctuate and the tie-line interchange
varies, the state-feedback and observer gains will automatically
provide the optimal trajectory so that the output is either
regulated at or tracks the new operating point set by the
reference signal. This is achieved, since the solution to the
LQR cost function is independent of the initial conditions and
system parameters.

The LQG controller is designed for the discretized CT sys-
tem model in (6). The resulting discrete-time (DT) system is
obtained through zero-order-hold (ZOH) discretization method
using a sampling time of 17 ms. The sampling time is chosen
to be small in order to retain most of the information while
also preserving the controllability and observability properties
of the resulting DT system. This sampling time is realistic and
well within the capability of current measurement technology,
e.g., PMUs provide 60 measurement samples per second [11].

The LQR state feedback control law and Kalman filter
observer are designed separately and combined afterwards. A
DT infinite-horizon LQR control law is designed by specifying

TABLE II: State variables and estimates initial conditions.

State Variable \ State Variable Estimates

Afi = 0.05 Afi = 0.02
Afy = 0.05 Afay = 0.02
APrp = 0.02 APrp =0.01

the weighting factors of a non-standard LQR cost function.
The cost function incorporates the augmented DT system
as to add a closed-loop integrator for tracking step inputs
and disturbances. As for the observer, a steady-state Kalman
filter gain is obtained by incorporating random white-Gaussian
disturbances and measurement noise in the system. The load
changes are biased step changes, which are decomposed into
deterministic (biased) and stochastic (unbiased) components.
The deterministic component represents large step distur-
bances and changes in large loads such as factories, while
the stochastic component represents the minor household
electrical load variations throughout the day. By incorporating
a model for noise, the steady-state error is more realistic and
never converges to zero as the loads continuously change in the
electrical system. However, the steady-state error is minimized
by the LQG controller.

IV. SIMULATION RESULTS

In this section, the dynamic stability and time response
of the three different controllers are examined. We begin by
examining the conventional PI controller, then we examine
the observer-based servo controllers using both pole placement
and LQG techniques. These responses include how frequency
bias settings and inadvertent tie-line interchange flows influ-
ence the AGC response. To demonstrate the usefulness of the
proposed LQG controller, computer simulations are performed
using the MATLAB/SIMULINK environment for the two-area
interconnected AC electrical system described in section II.

For each controller, the control inputs and state trajec-
tories are plotted in response to nonzero initial conditions
and a harsh step disturbance representing a load change of
APp = 0.5 p.u. in area 1. In addition, a step change of
APr;, = 0.1 p.u. in the tie-line flow is scheduled. Such
magnitude changes are used to examine the robustness of the
controllers designed for extreme operating points and rapidly
varying system conditions. The nonzero initial conditions for
the state variables and state estimators are shown in Table II.

With a step disturbance in area 1 of APp = 0.5 p.u., and
tie-line interchange of A Pry, = 0.1 p.u. the system is expected
to behave as follows:

o At steady state, generation in area 1 should change by
APg = 0.6 p.u. to absorb its own load and interchange
APr; = 0.1 p.u, and generation in area 2 should
decrease by APz = —0.1 p.u.

« State trajectories for frequency deviations in both areas
should be minimized and eventually eliminated.

« State trajectories for the valve position and power genera-
tion in both areas should follow the corresponding control
input, i.e., 0.6 p.u. for area 1 and —0.1 p.u. in area 2.
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Fig. 6: Frequency and tie-line deviation state trajectories.

The time-domain responses for the three controllers are
illustrated in Figs. 5-7. The classical PI controller time re-
sponse is the slowest, converging in nearly 35 s. The observer-
based servo controller designed through the pole placement
technique shows a much improved response in terms of con-
vergence time, about 7 s. The LQG controller further improves
the response compared with the pole placement technique.
The time response convergence time is improved to be 5 s.
Additionally, the control input in area 2 is minimized further
since the load change occurred in area 1.

V. CONCLUDING REMARKS

Sudden load changes in any interconnected multi-area
power system cause frequency and tie-line interchange power
deviations. It is essential to minimize these deviations for
economic and reliable operation of the power system. In this
paper, a comparison between the dynamic stability and time
responses of three different controllers is presented for the two-
area interconnected system. The conventional PI controller
requires the longest time for stabilization. By comparison,
the pole placement- and LQG-based controllers both achieved
far less convergence time than the conventional PI controller
for a sudden load step disturbance followed by a tie-line
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Fig. 7: Valve position state trajectories.

scheduling adjustment. Moreover, the LQG controller time
response was better overall considering the influence on the
second area and required control input magnitude. The main
advantages of the LQG controller are intuitive tuning of design
parameters, optimal trajectories regardless of disturbance size
or initial conditions, and robustness against disturbance and
measurement noises. Furthermore, the DT LQG controller is
more practical than its CT counterpart and is preferred in view
of the discrete nature of power system data.
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