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Abstract

Cooperative diversity systems have received significant attention recently as a distributed

means of exploiting the inherent spatial diversity of wireless networks. In this paper, we consider

a cooperative diversity system consisting of a source, a destination, and multiple single–hop

amplify–and–forward relays, and provide a mathematical framework for the asymptotic analysis

of this system in generic noise and interference for high signal–to–noise ratios. Assuming inde-

pendent Rayleigh fading for all links in the network, we obtain simple and elegant closed–form

expressions for the asymptotic symbol and bit error rates valid for arbitrary linear modulation

formats, arbitrary numbers of relays, and arbitrary types of noise and interference with finite

moments including co–channel interference, ultra–wideband interference, impulsive ǫ–mixture

noise, generalized Gaussian noise, and Gaussian noise. Furthermore, we exploit the derived

analytical error rate expressions to develop power allocation, relay selection, and relay place-

ment schemes that are optimal in environments with generic noise and interference. Simulation

results confirm our analysis and illustrate that, in non–Gaussian noise, the proposed power allo-

cation, relay selection, and relay placement schemes lead to large performance gains compared

to their conventional counterparts optimized for Gaussian noise.

1This paper has been accepted for presentation in part at the IEEE International Communications Conference

(ICC), Cape Town, South Africa, May 2010.
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1 Introduction

Cooperative diversity is a promising approach to achieve high diversity gains in distributed wireless

networks where nodes are allowed to cooperate by relaying each other’s messages. The main idea

behind this technique is to allow idle wireless nodes to relay signals emitted by a source node to the

destination node. As a result, the message transmitted by the source undergoes multiple independent

fading paths and the probability of an erroneous decision at the destination is significantly reduced

[1]. The two most popular relaying techniques are amplify–and–forward (AF) relaying and decode–

and–forward (DF) relaying. While in DF relaying the signal received from the source is decoded and

re–encoded at the relays, it is only amplified in AF relaying. Thus, AF relaying is generally considered

to be less complex and is particularly well–suited for applications with simple relay units such as

wireless sensor networks.

The performance of cooperative AF relay systems has been extensively studied in the literature.

In particular, the outage probability for these systems has been calculated in [2, 3] and their capacity

and outage capacity behavior have been analyzed in [4, 5] and [6], respectively. Furthermore, several

exact and asymptotic results exist for the probability of error of cooperative diversity systems with AF

relaying, see e.g. [7]–[11] and the references therein. These analytical results have subsequently been

used to find optimal power allocation, relay selection, and relay placement strategies [8], [12]–[14].

While [1]–[14] and the vast body of related literature assume that the noise processes at the relays and

the destination are Gaussian distributed, practical wireless systems are also impaired by non–Gaussian

noise and interference. In fact, due to the distributed nature of wireless relay networks, the noise

distributions at different network nodes may be different in general. Examples for non–Gaussian noise

and interference that affect practical cooperative diversity systems include co–channel interference

[15, 16], man–made impulsive noise [17, 18], and ultra–wideband (UWB) interference [19]. Thus,

the analysis and optimization of cooperative diversity systems in the presence of generic noise2 is of

both theoretical and practical importance.

In this paper, we provide a unified mathematical framework for the analysis of the asymptotic

performance of cooperative diversity systems impaired by generic noise. The main restriction imposed

on the considered types of noise is that their statistical moments are finite, which is valid for noises

of practical interest. The developed framework is general enough to take into account arbitrary

numbers of relays and possibly different noise distributions at all network nodes. Based on the

2In the rest of this paper, the term “noise” refers to any additive impairment of the received signal, and also

includes what is commonly referred to as “interference”.
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proposed framework, we derive closed–form expressions for the asymptotic symbol error rate (SER)

and bit error rate (BER) of cooperative diversity systems impaired by Rayleigh fading and generic

noise for high signal–to–noise ratios (SNR). The developed asymptotic performance results provide

significant insight into the impact of system parameters such as the modulation format, the number

of relays, and the type of noise on the overall system performance. In particular, these results reveal

that the diversity gain achieved by cooperative diversity systems is equal to the number of paths

between the source and the destination for all types of noise with finite moments. In contrast, the

combining gain is significantly affected by the type of noise as it depends on certain noise moments.

Furthermore, we exploit the derived analytical results for optimization of cooperative diversity

systems in generic noise. In particular, we develop optimal power allocation, relay selection, and

relay placement strategies. Surprisingly, compared to their conventional counterparts developed for

Gaussian noise, these novel schemes require only additional knowledge of certain noise moments, i.e.,

the additional signaling overhead is small. Our simulation results confirm the validity of the derived

analytical SER and BER expressions and show that, in non–Gaussian noise, the proposed power

allocation, relay selection, and relay placement strategies can yield significant performance gains over

their conventional counterparts, which were developed for Gaussian noise.

The remainder of this paper is organized as follows. In Section 2, the system model for the

considered cooperative diversity system is introduced. Asymptotic expressions for the SER and the

BER performance are developed in Section 3. In Section 4, power allocation, relay selection, and

relay placement strategies for non–Gaussian environments are developed. Numerical and simulation

results are presented in Section 5, and some conclusions are drawn in Section 6.

Notation: In this paper, (·)∗, ℜ{·}, Ex{·}, Γ(·), and 2F1(·, ·; ·; ·) denote complex conjugation,

the real part of a complex number, statistical expectation with respect to x, the Gamma function,

and the Gaussian hypergeometric function, respectively. We use the notation u ⊜ v to indicate that

u and v are asymptotically equivalent, and a function f(x) is o(g(x)) if limx→0 f(x)/g(x) = 0.

2 System Model

The considered system consists of one source terminal, K relays, and one destination terminal.

Transmission from the source to the destination is organized in two hops. In the first hop, the source

transmits and the K relays and the destination receive, i.e., we assume that there is a direct link

between the source and the destination. In the second hop, the relays amplify the signal received from
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the source and forward it to the destination. In order to prevent the relays from receiving the signal

transmitted by other relays we assume that the source and the relays employ orthogonal channels, i.e.,

the relays transmit in e.g. different time slots or different frequency bands [2, 7, 8]. Thus, assuming

perfect synchronization and demodulation at the relays and destination, the signal received at the

destination in the first hop, r0, and the signal received from relay k, 1 ≤ k ≤ K, at the destination

in the second hop, rk, can be modeled as

r0 =
√

P0 h0x + n0, (1)

rk = Ak h2kuk + n2k, 1 ≤ k ≤ K, (2)

where

uk =
√

P0 h1kx + n1k, 1 ≤ k ≤ K, (3)

is the received signal at the kth relay in the first hop. Here, P0 is the average transmit symbol power

of the source and Ak denotes the amplification gain of the kth relay. The symbol x transmitted by the

source is taken from an M–ary alphabet A and is normalized such that E{|x|2} = 1. Furthermore,

h0, h1k, and h2k denote the fading gains of the source–destination channel, the channel between the

source and relay k, and the channel between relay k and the destination, respectively. n0, n1k, and

n2k denote the (possibly) non–Gaussian distributed noise samples at the destination in the first hop,

relay k in the first hop, and the destination in the second hop, respectively.

In the remainder of this section, we discuss the assumed fading and noise models, the amplification

gain, and the diversity combining at the receiver in more detail.

Fading Model: We assume independent Rayleigh fading for all transmitter–receiver pairs [2, 7].

Thus, the fading gains h0 , a0 e−jθ0, h1k , a1k e−jθ1k , and h2k , a2k e−jθ2k are independent

Gaussian random variables with zero mean and variances Ω0 , E{|h0|2}, Ω1k , E{|h1k|2}, and

Ω2k , E{|h2k|2}, respectively. The channel amplitudes a0, a1k, and a2k are positive real random

variables and follow a Rayleigh distribution. Furthermore, the channel phases θ0, θ1k, and θ2k are

uniformly distributed in [−π, π) and are independent from the channel amplitudes.

Noise Model: The noise variances are denoted by σ2
n0

, E{|n0|2}, σ2
n1k

, E{|n1k|2}, and

σ2
n2k

, E{|n2k|2}, respectively. The distributed nature of the wireless relay network implies that

the noise samples at different network nodes are statistically independent and have possibly different

distributions. Furthermore, the noise samples relevant for different links and different hops at the

destination, i.e., n0 and n2k, 1 ≤ k ≤ K, may be identically or non–identically distributed. In

particular, if the relays use a time–division multiple access approach for communication with the
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destination, the noise samples at the destination in different time slots will likely be identically

distributed. In contrast, if the relays use frequency–division multiple access, different relay–destination

links may be affected by different types of noise. For example, a co–channel interferer may affect one

relay–destination frequency channel but not the others. For the analysis presented in Section 3 to be

valid, we require all noise moments to exist. This is a mild condition which is met by most practically

relevant types of noise and interference. Examples include (impulsive) ǫ–mixture noise, co–channel

interference, generalized Gaussian noise, and UWB interference. Details about these and other types

of non–Gaussian noise can be found in e.g. [20, 21].

Amplification Gain: For the amplification gain of the kth relay, Ak, several choices have been

proposed in the literature. The most widely used choice is [2, 7, 8]

Ak =

√

Pk

P0 a2
1k + σ2

n1k

, (4)

which maintains a constant average transmit power Pk at the kth relay. As the above choice for the

relay gain does not usually lead to a tractable mathematical analysis, it is customary in the literature

to approximate this relay gain as [2, 7, 8]

Ak =

√

Pk

P0a2
1k

. (5)

For the error rate performance analysis in Section 3, we also adopt (5) for the relay gain. Since (5)

results in an increase in the relay transmit power compared to (4), the approximation involved in

(5) leads to a lower bound on the error rate of the actual system that uses (4) for the relay gain.

However, as will be shown in Section 5, this lower bound is very tight for sufficiently high SNRs.

Diversity Combining: We assume that the exact noise distributions at the relays and the

destination are not known at the destination. Thus, the receiver at the destination employs maximum–

ratio combining (MRC) to combine the K + 1 received signal replicas, which is optimal for Gaussian

noise. By rewriting (2) as

rk =
√

P0Ak h2k h1kx + ñk, 1 ≤ k ≤ K, (6)

where ñk , Ak h2kn1k + n2k, the MRC decision metric can be expressed as

mc(x̃) =
|r0 −

√
P0h0x̃|2

σ2
n0

+

K
∑

k=1

|rk −
√

P0Ak h2k h1kx̃|2
σ2

ñk

(7)

where x̃ ∈ A is a trial symbol and we have defined

σ2
ñk

, σ2
n2k

+ A2
k a2

2k σ2
n1k

, 1 ≤ k ≤ K. (8)
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The MRC detector decides in favor of that trial symbol x̃ which minimizes mc(x̃).

3 Error Rate Analysis

For the analysis presented in this section, it is convenient to define the instantaneous SNRs of the

source–destination link, the source–relay links, and the relay–destination links as γ0 , P0 a2
0/σ

2
n0

,

γ1k , P0 a2
1k/σ

2
n1k

, and γ2k , Pk a2
2k/σ

2
n2k

, respectively. The corresponding average SNRs are given

by γ̄0 = P0 Ω0/σ
2
n0

, γ̄1k = P0 Ω1k/σ
2
n1k

, and γ̄2k = Pk Ω2k/σ
2
n2k

. In addition, we introduce the

normalized noise samples n̄0 , n0/σn0
and n̄ik , nik/σnik

, i = 1, 2, 1 ≤ k ≤ K.

In the following, we analyze the asymptotic error rate performance of the considered cooperative

diversity system for γ̄0, γ̄1k, γ̄2k → ∞, 1 ≤ k ≤ K. In particular, we develop asymptotic expressions

for the pairwise error probability (PEP) and relate these PEPs to the respective asymptotic SERs and

BERs.

3.1 Asymptotic PEP

Assuming that x ∈ A was transmitted and x̂ ∈ A, x̂ 6= x was detected, the PEP for the considered

cooperative diversity system can be expressed as

Pe(d) = Pr{mc(x) > mc(x̂)}, (9)

where d = |e| and e = x − x̂. It is convenient to first obtain the PEP conditioned on noise vector

n = [n0 n11 n21 . . . n1K n2K ], which collects all noise components of the considered system. This

conditional PEP can be expressed as

Pe(d|n) = Pr{mc(x) > mc(x̂)|n} = Pr

{

K
∑

k=0

∆k < 0

}

(10)

where

∆k ,







(

|
√

P0h0 e + n0|2 − |n0|2
)

/σ2
n0

, k = 0,
(

|
√

P0Ak h2k h1ke + ñk|2 − |ñk|2
)

/σ2
ñk

, 1 ≤ k ≤ K.
(11)

Based on (10) the conditional PEP can be expressed as [22]

Pe(d|n) =
1

2πj

c+j∞
∫

c−j∞

Φ(s|n)
ds

s
, (12)
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where c is a small positive constant that lies in the region of convergence of the integrand. In the above

equation we have introduced the moment generating function (MGF) Φ(s|n) ,
∏K

k=0 Φ∆k
(s|n) with

Φ∆k
(s|n) , Ea,θ{e−s∆k}, where a , [a0 a11 a21 . . . a1K a2K ] and θ , [θ0 θ11 θ21 . . . θ1K θ2K ]

denote the channel amplitude vector and the channel phase vector, respectively. By the residue

theorem [22], the conditional PEP in (12) is given by the sum of the residues of Φ(s|n)/s at poles

lying in the left hand side of the complex s–plain (including the imaginary axis). In order to investigate

the singularities of Φ(s|n)/s, we provide the asymptotic Laurent series representations of Φ∆0
(s|n)

and Φ∆k
(s|n), 1 ≤ k ≤ K, around s = 0 in the following two lemmas:

Lemma 1: The asymptotic Laurent series expansion of Φ∆0
(s|n) around s = 0 for γ̄0 → ∞ is given

by

Φ∆0
(s|n) =

1

d2sγ̄0

∞
∑

ξ=0

1

ξ!
sξ|n̄0|2ξ + o(γ̄−1

0 ). (13)

Proof: The asymptotic Laurent series expansion in (13) can be calculated following the same steps

as in [23, Section IV.A]. In particular, (13) can be obtained from [23, Eq. (14)] by adjusting the

notation of [23] to the problem at hand. �

Lemma 2: For 1 ≤ k ≤ K, the asymptotic Laurent series expansion of Φ∆k
(s|n) around s = 0 for

γ̄1k, γ̄2k → ∞ is given by

Φ∆k
(s|n) =

1

d2s

∞
∑

ξ=0

1

ξ!
sξ

( |n̄1k|2ξ

γ̄1k

+
|n̄2k|2ξ

γ̄2k

)

+ o(γ̄−1
1k ) + o(γ̄−1

2k ). (14)

Proof: Please refer to the Appendix. �

Using d’Alembert’s convergence test [24, 0.222] it can be shown that the series in (13) and

(14) are convergent for all s 6= 0. It follows that all singularities of Φ(s|n)/s =
∏K

k=0 Φ∆k
(s|n)/s

are located at s = 0. Thus, the conditional PEP is given by the residue of Φ(s|n)/s at s = 0

or equivalently by the coefficient associated with s0 in the series expansion of Φ(s|n). The series

expansion of Φ(s|n) can be found by combining (13) and (14) leading to the following result for the

asymptotic conditional PEP:

Pe(d|n) =
1

d2(K+1)

∑

i0+···+iK=K+1

|n̄0|2i0

γ̄0i0!

K
∏

k=1

1

ik!

( |n̄1k|2ik

γ̄1k

+
|n̄2k|2ik

γ̄2k

)

+ o

(

1

γ̄0

K
∏

k=1

1

min{γ̄1k, γ̄2k}

)

.

(15)
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Averaging the expression in (15) with respect to the noise leads to the unconditional asymptotic PEP

Pe(d) = En{Pe(d|n)} ⊜
1

d2(K+1)

∑

i0+···+iK=K+1

m0(i0)

γ̄0i0!

K
∏

k=1

1

ik!

(

m1k(ik)

γ̄1k
+

m2k(ik)

γ̄2k

)

, (16)

where we have introduced the (normalized) noise moments m0(i) , E{|n̄0|2i}, m1k(i) , E{|n̄1k|2i},
and m2k(i) , E{|n̄2k|2i}, and used the fact that the normalized noise samples n̄0, n̄1k, and n̄2k are

statistically independent.3 Since we have absorbed terms containing |n̄0|ν , |n̄1k|ν , and |n̄2k|ν , ν > 0,

in the o(·) terms in (15), we require all noise moments to be finite for (16) to be valid. We note

that this mild condition holds for all noises of practical interest and analytical expressions for their

moments can be usually easily obtained, see [21, Table II] for examples. If the noise moments can

not be obtained analytically, they can be conveniently calculated by Monte–Carlo simulation.

3.2 Asymptotic SER and BER

The asymptotic SER, Ps, can be obtained from the asymptotic PEP as [25]

Ps ⊜ ζmPe(dm), (17)

where dm and ζm are modulation dependent parameters that denote the minimum Euclidean distance

and the average number of minimum–distance neighbors of signal constellation A, respectively. These

parameters are listed in [21, Table I] for commonly used signal constellations such as M–ary quadrature

amplitude modulation (M–QAM) and M–ary phase–shift keying (M–PSK). If the noise samples n0,

n1k, and n2k, are Gaussian distributed m0(i) = m1k(i) = m2k(i) = i! is valid and therefore the

asymptotic SER can be obtained from (16) and (17) as

Ps ⊜
ζm

d
2(K+1)
m

(

2K + 1

K

)

1

γ̄0

K
∏

k=1

(

1

γ̄1k

+
1

γ̄2k

)

. (18)

Eq. (18) is equivalent to (but in somewhat simpler form than) [8, Eq. (33)]4. We emphasize, however,

that the analysis in [8] is not applicable to the scenario considered in this paper as it is limited to

additive white Gaussian noise (AWGN). Finally, the asymptotic BER, Pb, can be approximated as

[25]

Pb ⊜
ζm

log2(MA)
Pe(dm), (19)

3We note that the assumption of statistical independent noise is not necessary but simplifies the final expression

for the asymptotic PEP. In particular, if the noise samples in (15) were statistically dependent, their joint moments

would appear in the asymptotic PEP expression.
4Note that k used in [8, Eq. (33)] is equal to k = 2d

2

m
.
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where MA is the size of constellation A. If Gray labeling is used, (19) becomes accurate for high

SNRs. Intuitively, we can say that the heavier the tails of a certain type of noise are, the larger are

its higher order moments for a given variance. Therefore, from (16), (17), and (19) we expect that

the heavier the tails of a certain type of noise are, the poorer its BER and SER performance will be.

3.3 Diversity Gain and Combining Gain

To get more insight into the system performance, we express the asymptotic BER in terms of the

diversity gain Gd and the combining gain Gc. In particular, following [7], we let γ̄1k = γ̄2k = γ̄0 = γ̄,

and express the asymptotic BER as Pb ⊜ (Gcγ̄)−Gd. Gd and Gc correspond to the negative asymptotic

slope and a relative horizontal shift of the BER curve when plotted as a function of the SNR γ̄ on

a double–logarithmic scale, respectively. Based on (16) and (19), it is easy to see that the diversity

gain is given by Gd = K + 1 regardless of the type of noise. We note that this result was previously

known to hold for impairment by Gaussian noise [7, 8] but our analysis shows that it holds for a

much larger class of noises (all noises with finite moments). In contrast, we observe from (16) and

(19) that the combining gain Gc does depend on the type of noise via the noise moments. Thus, on

a double–logarithmic scale we expect the BER curves for different types of noise to be parallel and

their relative horizontal shift to depend on the moments of the noise.

4 Optimization of Cooperative Diversity Systems

In this section, we exploit the analytical performance results obtained in the previous section for the

design and optimization of cooperative diversity systems impaired by generic noise. In particular, we

consider the problems of optimizing power allocation, relay section, and relay placement.

4.1 Power Allocation

Power allocation for cooperative diversity systems impaired by Gaussian noise has been extensively

studied in the literature for various performance criteria such as capacity, outage probability, and

SER, see e.g. [12]–[14] and references therein. Here, we are interested in optimizing the powers Pk,

0 ≤ k ≤ K, allocated to the source and the relay nodes for minimization of the asymptotic SER

derived in Section 3. In particular, using (16) and (17) the corresponding optimization problem can
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be formulated as

min
P0,...,PK

∑

i0+···+iK=K+1

m0(i0)

i0!P0

K
∏

k=1

1

ik!

(

m1k(ik)

P0ξ1k

+
m2k(ik)

Pkξ2k

)

(20)

s.t.
K
∑

k=0

Pk ≤ PT (21)

Pmin,k ≤ Pk ≤ Pmax,k 0 ≤ k ≤ K, (22)

where ξ1k , Ω1k/σ
2
n1k

and ξ2k , Ω2k/σ
2
n2k

depend on the channel statistics, Pmin,k and Pmax,k denote,

respectively, the minimum and the maximum powers that can be allocated to node k, and PT denotes

the total power budget. We note that (20)–(22) comprise a large class of power allocation problems.

For example, if individual relay power constraints are not required, we can simply set Pmin,k = 0 and

Pmax,k = ∞, ∀k, and effectively omit constraint (22). On the other hand, if the power at the source

or one of the relays is fixed to P̄k, we can set Pmin,k = P̄k = Pmax,k − ǫ, where ǫ is a small number

(e.g. 10−6). Since both the objective function and the constraints in (20)–(22) are posynomials,

the optimization problem in (20)–(22) is a geometric program [26], which can be efficiently solved

numerically [27]. In the following, we refer to the solution of (20)–(22) as optimal power allocation

(OPA). If the noise at all network nodes is assumed to be Gaussian, m0(i) = m1k(i) = m2k(i) = i!,

1 ≤ i ≤ K, holds and the corresponding solution of (20)–(22) is referred to as Gaussian power

allocation (GPA) in the following. The power allocation is typically computed at the destination

node, which forwards the solution to the relays and the source node. For computation of the GPA,

the destination node requires only knowledge about the channel statistics ξ1k and ξ2k, 1 ≤ k ≤ K

[12]. In contrast, for computation of the OPA, the destination node also has to know the noise

moments m0(i), m1k(i), and m2k(i), 2 ≤ i ≤ K + 1, 1 ≤ k ≤ K. The moments m0(i) and m2k(i),

1 ≤ k ≤ K, can be estimated directly by the destination node, whereas the moments m1k(i) have

to be estimated by relay k and subsequently fed back to the destination via a low–rate feedback

link. Since the noise moments can be expected to change slowly with time, the additional signaling

overhead required for OPA compared to GPA can be considered to be moderate.

Special Case (K = 1 Relay): To obtain more insight into the power allocation problem,

we consider the special case of K = 1 relay and the absence of individual power constraints, i.e.,

Pmin,1 = 0 and Pmax,1 = ∞. In this case, the OPA problem reduces to

min
P0,P1

1

P0

(

1

P0
+

λν

P1

)

(23)

s.t. P0 + P1 ≤ PT (24)
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with λ ,
Ω11/σ2

n11

Ω21/σ2
n21

and ν , (2 + m0(2) + m21(2))/(2 + m0(2) + m11(2)). Here, 0 < λ < ∞ is a

measure for the quality of the source–relay link compared to relay–destination link. For example, if

both channels have the same quality, λ = 1 holds. Furthermore, 0 < ν < ∞ is a measure of the

relative heaviness of the tails of the noise samples n11 and n21. Denoting the optimal source and

relay powers by P ∗
0 and P ∗

1 , respectively, and defining α∗ , P ∗
0 /P ∗

1 , the OPA can be obtained from

(23) and (24) as P ∗
0 = PT /(1 + α∗) and P ∗

1 = α∗PT /(1 + α∗), with

α∗ =
1

4
(−λν +

√
λ2ν2 + 8λν). (25)

Since 0 ≤ α∗ ≤ 1 follows from (25), P ∗
0 ≥ P ∗

1 holds, i.e., the source is never allocated less power than

the relay. Furthermore, α∗ is an increasing function in both λ and ν. As a result, if λ increases, i.e.,

if the quality of the source–relay channel improves compared to the relay–destination channel, more

power is allocated to the relay. In contrast, if ν decreases (m11(2) increases compared to m21(2)),

the power allocated to the relay is reduced. This implies that the OPA allocates less power to a

relay impaired by noise with heavier tails (larger m11(2)) compared to a relay impaired by noise with

shorter tails (smaller m11(2)).

For comparison, we also introduce the GPA for the case of one relay, which is given by P0 =

PT /(1 + αG) and P1 = αGPT /(1 + αG) [13], where

αG =
1

4
(−λ +

√
λ2 + 8λ). (26)

We note that while the GPA does not depend on the properties of the source–destination link at all,

the OPA is affected by the moment m0(2) of noise n0 which impairs the source–destination link.

In practice, a cooperative diversity system which does not have access to the noise moments may

apply GPA even if the noise has a non–Gaussian distribution or simply use equal power allocation

(EPA) with P0 = P1 = PT /2. Therefore, it is interesting to compare the performance of OPA with

the performances of GPA and EPA. In particular, based on (16) and (17), we can show that the

asymptotic performance gain of OPA over GPA, GOG, and the performance gain of OPA over EPA,

GOE, is

GOG[dB] = 5 log

(

α∗(1 + αG)2 (αG + λν)

αG(1 + α∗)2 (α∗ + λν)

)

(27)

and

GOE[dB] = 5 log

(

4 α∗ (1 + λν)

(1 + α∗)2 (α∗ + λν)

)

, (28)

respectively, i.e., for example, OPA requires a GOG lower SNR to achieve the same SER as GPA. It

can be shown that GOE is a decreasing function of ν and furthermore limν→0 GOE = 3dB is valid,
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i.e., the maximum performance gain of OPA over EPA is 3 dB and is achieved if the tails of the

noise at the relay are much heavier than the tails of the noise at the destination (m11(2) much larger

than m0(2) and m21(2)). On the other hand, GOG is an increasing function of ν for ν ≥ 1 and a

decreasing function of ν for ν ≤ 1, i.e., for a given λ, GOG has local maxima at ν = 0 and ν → ∞.

One of these local maxima is also the global maximum. The behavior of GOG and GOE will be studied

more in detail in Section 5.

4.2 Relay Selection

The performance of cooperative diversity systems has been shown to be limited by the orthogonal

allocation of system resources [12]. This problem can be overcome by relay selection where only one

out of the K available relays is selected for forwarding the message to the destination [12, 8]. Here,

we propose a new relay selection scheme for cooperative diversity systems that are affected by generic

noise. We assume that the destination, which performs the relay selection, knows the average SNRs

of all links in the network (but not the instantaneous channel gains). For the Gaussian case, it was

shown in [8] that the asymptotic SER is minimized by selecting relay kG = argmin
1≤k≤K

{ρG(k)}, where

ρG(k) = γ̄−1
1k + γ̄−1

2k . (29)

In contrast, for non–Gaussian noise the relay that minimizes the asymptotic SER according to (16)

and (17) is given by k∗ = argmin
1≤k≤K

{ρNG(k)}, where

ρNG(k) = [2 + m0(2) + m1k(2)] γ̄−1
1k + [2 + m0(2) + m2k(2)] γ̄−1

2k . (30)

Eq. (30) is obtained by formally setting K = 1 in (16) since only one relay is selected. Compared

to the Gaussian case in (29), for the proposed selection criterion in (30), the destination also has to

know the noise moments m0(2), m1k(2), and m2k(2), 1 ≤ k ≤ K, which can be obtained in the

same manner as discussed for the power allocation problem in Section 4.1.

We note that, in general, the selection criteria in (29) and (30) are not equivalent and lead to

different relays being selected. The two selection criteria are equivalent only for the special case when

the noise moments at all nodes are identical, i.e., m1k(2) = m2k(2) = m, 1 ≤ k ≤ K, where m is a

constant and independent of k.
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4.3 Relay Placement

Assuming that the relay(s) in the cooperative diversity system can be placed at an arbitrary location,

it is interesting to find the placement which results in the lowest overall SER for the system [8]. To

simplify our exposition, we confine our attention to a cooperative diversity system with a single relay

where the relay is placed on the line connecting the source and the destination. We denote the source–

relay and source–destination distances by dSR and dSD, respectively, their ratio by δ , dSR/dSD, and

the path–loss exponent by αp . This implies Ω11 = Ω0/δ
αp and Ω21 = Ω0/(1 − δ)αp . To find the

relay placement that minimizes the SER for the considered cooperative diversity system, using (16)

and (17), we obtain the optimization problem

min
δ

P−2
0 σ2

n11
[2 + m0(2) + m11(2)] δαp

+ P−1
0 P−1

1 σ2
n21

[2 + m0(2) + m21(2)] (1 − δ)αp (31)

If the relevant moments of the noise samples n0, n11, and n21 are independent of δ, the optimal value

δ∗ can be obtained as

δ∗ =
1

(

σ2
n11

P1

σ2
n21

P0 ν

)1/(αp−1)

+ 1

, (32)

where (as before) ν = (2+m0(2)+m21(2))/(2+m0(2)+m11(2)) is a measure of the relative heaviness

of the tails of the noise at the destination compared to the noise at the relay. δ∗ is an increasing

function of ν. If the noise at the destination in the second hop has very heavy tails compared to the

noise at the destination in the first hop and the noise at the relay, i.e., m21(2) ≫ m0(2), m11(2), the

relay will be placed very close to the destination (δ∗ → 1) to compensate for the severe impairment

caused by the heavy–tailed noise in the second hop. On the other hand, if the noise at the relay has

very heavy tails compared to the noise at the destination, i.e., m11(2) ≫ m0(2), m21(2), the relay

will be placed very close to the source (δ∗ → 0) to compensate for the heavy tails of the noise at the

relay. The optimal relay placement for Gaussian noise is obtained from (32) by letting ν = 1 [8].

We note that in practice the noise statistics σ2
n11

, σ2
n21

, m0(2), m11(2), and m21(2) may not be

independent of δ. For example, the effect of a co–channel interferer will depend on the location of

the relay relative to the interferer. In this case, (32) is not valid but the optimal value δ∗ can still be

determined based on (31) using a one–dimensional search taking into account the dependence of the

noise statistics on δ. A corresponding example will be discussed in Section 5.
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5 Numerical and Simulation Results

In this section, we verify the analytical results derived in Section 3 with computer simulations and

investigate the performance improvements achievable with the power allocation, relay selection, and

relay placement strategies introduced in Section 4. Unless stated otherwise, we adopted equal powers

for the source and all relays (i.e., Pk = P0), unit variance for all channels (i.e., Ω0 = Ω1k = Ω2k = 1),

and equal variances for all noise samples (i.e., σ2
n0

= σ2
n1k

= σ2
n2k

= N0, 1 ≤ k ≤ K). The noise

models and their parameters used in this section are described in detail in [20]. For all figures, the

analytical results were obtained using (16), (17), and (19), and the parameters of the considered

types of noise are specified in the captions of the figures.

In Fig. 1, we show the BER of a cooperative diversity system with K = 2 relays and BPSK

modulation versus the average transmit SNR defined as γt , P0/N0. The noise samples n0, n1k,

and n2k, 1 ≤ k ≤ K, are assumed to be identically distributed and results are shown for AWGN,

unfaded and Rayleigh–faded co–channel interference (CCI), generalized Gaussian noise (GGN), ǫ–

mixture noise, and impulse–radio (IR) UWB interference [20]. As seen from the figure, for high

enough SNRs the simulation results are in good agreement with the analytical results. The small

differences observed between simulation and analytical results at high SNRs are due to the fact that

we have used the approximate relay amplification gain in (5) in our analysis instead of the actual gain

in (4) which was used for all simulation results shown in this section. As expected from the analysis in

Section 3.3, at high SNRs the BER curves are parallel and the cooperative diversity system achieves

a diversity gain of Gd = K + 1 = 3 irrespective of the type of noise. Nevertheless, large differences

in performance are observed for different types of noise due to the effect of the noise moments on

the combining gain Gc.

The BERs of cooperative diversity systems employing 16–QAM modulation and different numbers

of relays are shown in Fig. 2. Results are shown for the case where all network nodes are affected

by ǫ–mixture noise and AWGN, respectively. Similar to Fig. 1, for high enough SNR the simulation

results and the analytical results are in good agreement. Since the ǫ–mixture noise is impulsive, it

causes a significant performance degradation compared to AWGN. However, for both types of noise

increasing the number of relays yields a significant performance improvement, since the diversity gain

Gd = K + 1 increases.

In Figs. 3 and 4, we consider the power allocation problem described in Section 4.1. In particular,

in Fig. 3, we show the performance gains achievable with the proposed OPA scheme compared to

GPA (GOG) and EPA (GOE) as obtained from (27) and (28), respectively, as functions of parameter
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ν (a measure for the relative heaviness of the tails of the involved noises) for three values of relative

channel–quality parameter λ. The gain of OPA compared to EPA is maximum if the noise at the

relay has much heavier tails than the noise at the destination (ν → 0), and approaches zero if the

noise in the second hop at the destination has much heavier tails than the noise at the relay and the

noise at the destination in the first hop (ν → ∞) since EPA is the optimal strategy in this case. On

the other hand, the gain of OPA compared to GPA has local maxima for ν → 0 and ν → ∞ and

becomes zero if all nodes are impaired by the same type of noise (ν = 0). For λ = 103, the quality

of the source–relay channel is much better than the quality of the relay–destination channel. In this

case, the GPA solution is identical to EPA and GOG = GOE.

In Fig. 4, we show the BER of a cooperative diversity system with K = 2 relays and BPSK

modulation for OPA, GPA, and EPA (P0 = P1 = P2 = PT /3) versus PT /N0. We assume that

the destination and all relays are impaired by AWGN, except the signal received from the first relay

in the second hop at the destination is impaired by IR–UWB interference (n21). Furthermore, we

assume Ω21/Ω11 = 100 and Ω22/Ω12 = 10. For OPA and GPA we assumed that the individual

power constraints in (22) were not in effect, and solved the remaining optimization problem (20),

(21) using the geometric program solver in [27]. Fig. 4 shows that the asymptotic performance

gains of OPA over GPA and EPA are 1.2 dB and 1.7 dB, respectively. To gain more insight, we

consider the case of a total power budget of PT = 1. In this case, the resulting optimal powers are

(P ∗
0 = 0.66, P ∗

1 = 0.22, P ∗
2 = 0.12), while we obtain (P0 = 0.82, P1 = 0.05, P2 = 0.13) for GPA and

(P0 = P1 = P2 = 0.33) for EPA. Since Ω21/Ω11 ≫ Ω22/Ω12 is valid, a very low power is allocated

to the first relay by the GPA scheme, which assumes that all noise samples are Gaussian distributed.

In contrast, the OPA scheme allocates more power to the first relay (and less power to the source)

in order to compensate for the adverse effect of the impulsive IR–UWB interference, n21, affecting

the relay–destination link. We note that the relatively slow convergence of the simulation results to

the asymptotic results in Fig. 4 is due to the fact that the source–destination channel is of very low

quality (small Ω11), and thus, large PT are required to justify the high SNR assumption for this link.

In Fig. 5, we consider the relay selection problem discussed in Section 4.2. In particular, assuming

that three relays are available for cooperation, we show the SER of 8–PSK modulation when each of

these relays is selected. We assume that the noise samples at the destination n0 and n2k, k = 1, 2, 3,

are Gaussian distributed. Relays 1, 2, and 3 are impaired by IR–UWB interference, ǫ–mixture noise,

and unfaded CCI, respectively. For this scenario and γt = 30 dB, the values of the new selection

criterion in (30) for the three relays are ρNG(1) = 2.74×10−2, ρNG(2) = 1.23×10−2, and ρNG(3) =
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0.55× 10−2, and therefore, relay 3 is selected. In contrast, for the conventional selection criterion in

(29), which assumes a Gaussian distribution and ignores the true distribution of the noise, we have

ρG(1) = ρG(2) = ρG(3) = 0.6× 10−2, i.e., this criterion equally favors the three relays implying that

one of the relays has to be selected at random. Fig. 5 shows that if (29) is used instead of (30), a

performance loss of more than 3 dB can be incurred at SER = 10−5 if relay 1 is selected instead of

relay 3.

In Fig. 7, we study the performance of various relay placement strategies for the cooperative

diversity system depicted in Fig. 6. The relay R and the destination D are affected by AWGN having

variance N0 and an impulsive interferer I emitting a power PI . We model the interferer as ǫ–mixture

noise (ǫ = 0.01, κ = 100) which is a good model for certain types of UWB interference [28] and

man–made interference [17]. For concreteness, we adopt a path–loss exponent of αd = 4 and the

system parameters in [29], which leads to N0 = −95 dBm. Furthermore, we assume PI = −58

dBm and BPSK modulation. We note that, in this case, the total noise variance and the noise

distribution at the relay are not independent of the location parameter δ, since the interference power

at the relay depends on distance dIR, i.e., (32) is not applicable and the optimal δ has to be found

numerically based on (31). Furthermore, the interference components of n0 and n11 are statistically

dependent since they originate from the same interference source. However, because of the relatively

large distance, dID, between the interferer and the destination the AWGN is the dominant noise

at the destination and the aforementioned dependence can be neglected. In Fig. 7, we show BER

vs. PT /PI (PT = 2P0 = 2P1) for optimal relay placement (ORP) obtained with (31), Gaussian relay

placement (GRP) also obtained with (31) but ignoring the non–Gaussian nature of the noise and

adopting ν = 1 (valid for Gaussian noise), and equal relay placement (ERP) with δ = 0.5. For

OPA the optimal placement was δ∗ = 0.13, whereas δ = 0.58 was obtained for GRP. Fig. 7 shows

that ORP yields asymptotic performance gains of 1.7 dB and 2.2 dB compared to GRP and ERP,

respectively. Furthermore, the simulation results are in excellent agreement with the numerical results

indicating that the aforementioned noise dependence which was neglected for the theoretical results

but included in the simulations does not have a significant effect.

6 Conclusions

In this paper, we have presented a general analytical framework for the asymptotic analysis of the

performance of cooperative diversity systems employing AF relaying in generic noise and interference.
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Assuming independent Rayleigh fading for all links, we have derived simple and elegant closed–form

expressions for the asymptotic SER and BER in high SNR. Our results are valid for arbitrary linear

modulation formats, arbitrary numbers of relays, and all types of noise and interference with finite

moments and reveal that while the diversity gain of the system is independent of the type of noise,

the combining gain depends on the noise moments of all links. Based on the derived analytical

expressions, we have developed power allocation, relay selection, and relay placement strategies that

are asymptotically optimal in generic noise and interference. The presented simulation results have

confirmed the analysis and have shown that the proposed power allocation, relay selection, and relay

placement schemes can lead to significant performance gains in non–Gaussian noise and interference

compared to their conventional counterparts which were optimized under the assumption of Gaussian

noise.

A Proof of Lemma 2

In this appendix, we prove Lemma 2. While we could reuse some known results from [23] to prove

Lemma 1, the proof of Lemma 2 is substantially more difficult and requires more work.

Proof [Lemma 2]: Based on (11) we first rewrite ∆k, 1 ≤ k ≤ K, as

∆k = (P0A
2
k a2

1k a2
2k d2 + 2d

√

P0ℜ{(Ak h1k h2k)
∗ñk})/σ2

ñk

= P0A
2
k a2

1k a2
2kd

2/σ2
ñk

+ 2d
√

P0A
2
ka1ka

2
2kℜ{n̂1k}/σ2

ñk
+ 2d

√

P0Aka1ka2kℜ{n̂2k}/σ2
ñk

(33)

where n̂1k , n1k e−jθ1k and n̂2k , n2k e−j(θ1k+θ2k). Using the relay gain in (5) and the Taylor series

expansion ex =
∑∞

i=0 xi/i! we obtain

Φ∆k
(s|n) = Ea,θ{e−s∆k} = Ea,θ

{

exp

(

−s
d2P0 Pk a2

1ka
2
2k

P0 a2
1k σ2

n2k
+ Pk a2

2k σ2
n1k

)

Mk(s)

}

(34)

where we have defined

Mk(s) ,

∞
∑

i=0

1

i!

(

−s2d
√

P0A
2
ka1ka

2
2kℜ{n̂1}/σ2

ñk

)i
∞
∑

j=0

1

j!

(

−s2d
√

P0Aka1ka2kℜ{n̂2}/σ2
ñk

)j

.

(35)

Eq. (35) can be rewritten as the following power series in s:

Mk(s) =

∞
∑

ξ=0

sξ (−2d)ξ
∑

i+j=ξ

1

i!j!

γ
j+i/2
1k γ

i+j/2
2k

(γ1k + γ2k)j+i

ℜ{n̂1k}iℜ{n̂2k}j

σi
n1k

σj
n2k

, (36)
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where we have used (5) and (8). Substituting (36) in (34) yields

Φ∆k
(s|n) =

∞
∑

ξ=0

s2ξ(2d)2ξ
∑

i+j=ξ

βiβj

2i!2j!
Ψij

k (d2s)|n̄1k|2i|n̄2k|2j (37)

with βi ,
Γ(i+1/2)√
πΓ(i+1)

and

Ψij
k (s) , Eγ1k,γ2k

{

e
−s

γ1kγ2k
γ1k+γ2k

γ2j+i
1k γ2i+j

2k

(γ1k + γ2k)2j+2i

}

. (38)

For the derivation of (37) we have used

Eθ1k
{ℜ{n̂1k}i} =







Γ(i/2+1/2)√
πΓ(i/2+1)

|n1k|i, i even

0, i odd
, (39)

and

Eθ1k,θ2k
{ℜ{n̂2k}i} =







Γ(i/2+1/2)√
πΓ(i/2+1)

|n2k|i, i even

0, i odd
. (40)

Combining (37) and (42) from Lemma 3 we obtain

Φ∆k
(s|n) =

(

1

γ̄1k

+
1

γ̄2k

)

1

d2s
+

∞
∑

ξ=1

s2ξ(2d)2ξ

(

βξξ!|n̄1k|2ξ

2ξ!γ̄1k (d2s)ξ+1
+

βξξ!|n̄2k|2ξ

2ξ!γ̄2k (d2s)ξ+1

)

+o
(

γ̄−1
1k

)

+ o
(

γ̄−1
2k

)

. (41)

Finally, using the fact that 22ξβξ(ξ!)
2 = (2ξ)! we arrive at (14). �

Lemma 3: For γ̄1k, γ̄2k → ∞, Ψij
k (s) defined in (38) behaves as

Ψij
k (s) =



























(

1
γ̄1k

+ 1
γ̄2k

)

1
s

+ o
(

γ̄−1
1k

)

+ o
(

γ̄−1
2k

)

i = j = 0

j!
γ̄2k sj+1 + o

(

γ̄−1
2k

)

i = 0, j 6= 0

i!
γ̄1k si+1 + o

(

γ̄−1
1k

)

i 6= 0, j = 0

o
(

γ̄−1
1k γ̄−1

2k

)

i 6= 0, j 6= 0

(42)

Proof: The Rayleigh fading assumption implies that γ1k and γ2k are independent and exponentially

distributed with mean 1/γ̄1k and 1/γ̄2k, respectively. Therefore, we can write (38) as

Ψij
k (s) =

1

γ̄1kγ̄2k

∫ ∞

0

∫ ∞

0

e
−s

γ1kγ2k
γ1k+γ2k

γ2j+i
1k γ2i+j

2k

(γ1k + γ2k)2j+2i
e
− γ1k

γ̄1k e
− γ2k

γ̄2k dγ1kdγ2k. (43)

Applying the transformation of variables γ1k = r2 cos2 φ and γ2k = r2 sin2 φ in (43) results in

Ψij
k (s) =

4

γ̄1kγ̄2k

∫ π/2

0

∫ ∞

0

e(−s r2 sin2 φ cos2 φ) r2i+2j+3(sin2 φ)2i+j+1/2(cos2 φ)2j+i+1/2

× e−r2 cos2 φ/γ̄1k e−r2 sin2 φ/γ̄2k dr dφ. (44)
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Using [24, 3.381.4], the above equation reduces to

Ψij
k (s) =

2Γ(i + j + 2)

γ̄1kγ̄2k

∫ π/2

0

Υij
k (φ, s) dφ, (45)

where

Υij
k (φ, s) ,

(sin2 φ)2i+j+1/2(cos2 φ)2j+i+1/2

(

sin2 φ cos2 φ s + cos2 φ/γ̄1k + sin2 φ/γ̄2k

)i+j+2 . (46)

Splitting the integration interval in (45) into three intervals [0, ǫ], (ǫ, π/2 − ǫ), and [π/2 − ǫ, π/2],

yields

Ψij
k (s) =

2Γ(i + j + 2)

γ̄1kγ̄2k

(Ik + IIk + IIIk), (47)

where Ik ,
∫ ǫ

0
Υij

k (φ, s) dφ, IIk ,
∫ π/2−ǫ

ǫ
Υij

k (φ, s) dφ, IIIk ,
∫ π/2

π/2−ǫ
Υij

k (φ, s) dφ, and ǫ → 0 is an

arbitrary small positive real number. In the following, we investigate the asymptotic behavior of Ik,

IIk, and IIIk, respectively, for γ̄1k, γ̄2k → ∞.

Since for ǫ → 0, sin φ → φ, and cos φ → 1 are valid, Ik can be expressed as

Ik =

∫ ǫ

0

φ2(2i+j+1/2) γ̄j+i+2
1k

((s + 1/γ̄2k)γ̄1kφ2 + 1)i+j+2 dφ. (48)

With the help of [24, 3.194.1] the above equation can be written as

Ik =
γ̄i+j+2

1k ǫ2(2i+j+1)

2(2i + j + 1)
2F1

(

2i + j + 1, i + j + 2; 2i + j + 2;−γ̄1k(s + 1/γ̄2k)ǫ
2
)

. (49)

The asymptotic properties of the Gaussian hypergeometric function 2F1(·, ·; ·; z) for z → ∞ [30] can

be used to show that for a given ǫ

Ik =
1

2(2i + j + 1)si+j+2

[

Γ(1 − i)Γ(2i + j + 2)

Γ(i + j + 2)
(γ̄1ks)

−(i−1) +
2i + j + 1

i − 1
ǫ(i−1)

]

+ o
(

γ̄
(1−i)+

1k

)

.(50)

where (x)+ , max{x, 0}. For IIIk similar steps as for Ik can be followed to obtain

IIIk =
γ̄i+j+2

2k ǫ2(2j+i+1)

2(2j + i + 1)
2F1

(

2j + i + 1, i + j + 2; 2j + i + 2;−γ̄2k(s + 1/γ̄1k)ǫ
2
)

, (51)

and

IIIk =
1

2(2j + i + 1)si+j+2

[

Γ(1 − j)Γ(2j + i + 2)

Γ(i + j + 2)
(γ̄2ks)

−(j−1) +
2j + i + 1

j − 1
ǫ(j−1)

]

+ o
(

γ̄
(1−j)+

2k

)

.

(52)

Finally, we employ the dominated convergence theorem [31] to show that

IIk =

∫ π/2−ǫ

ǫ

(sin2 φ)2i+j+1/2(cos2 φ)2j+i+1/2

(

sin2 φ cos2 φ s
)i+j+2 dφ = µs−(i+j+2) + o (1) , (53)
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where

µ ,

∫ π/2−ǫ

ǫ

(sin2 φ)i+j−3/2(cos2 φ)j+i−3/2dφ, (54)

is a real constant. By combining (50), (52), (53), and (47), and letting first γ̄1k, γ̄2k → ∞ and
subsequently ǫ → 0, we obtain the result in (42). �
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Figure 1: BER vs. SNR γt of a cooperative diversity system with K = 2 relays and

BPSK modulation impaired by various types of noise. Noise parameters (see [20] for

the details of the noise models): IR–UWB (bandwidth of victim system B = 4 MHz,

Nb = 32 bursts per IR–UWB symbol and Lc = 128 chips per IR–UWB burst), ǫ–

mixture noise with parameters ǫ = 0.05 and κ = 50, GGN with parameter β = 0.5,

and Rayleigh–faded and unfaded 4–PSK CCI with one asynchronous interferer with

delay τ1 = 0.25T and τ1 = 0, respectively, where T denotes the symbol duration and

raised cosine pulse shaping with roll–off factor 0.3 is assumed (the considered CCI is

referred to as CCI–I in [20]). Solid lines with markers: Simulated BER. Dashed lines:

Asymptotic BER obtained with (16) and (19).
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Figure 2: BER vs. SNR γt of cooperative diversity systems with different numbers

of relays and 16–QAM modulation impaired by ǫ–mixture noise (ǫ = 0.1, κ = 15)

and AWGN, respectively. Solid lines with markers: Simulated BER. Dashed lines:

Asymptotic BER obtained with (16) and (19).
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Figure 3: Performance gain of OPA compared to GPA, GOG, and OPA compared to

EPA, GOE. The results were obtained from (27) and (28).
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Figure 4: BER vs. PT /N0 of a cooperative diversity system with BPSK modulation,

K = 2 relays, and different power allocation strategies. All links are impaired by

AWGN, except the link between the first relay and the destination which is impaired

by IR–UWB (bandwidth of victim system B = 4 MHz, Nb = 32 bursts per IR–UWB

symbol, and Lc = 128 chips per IR–UWB burst). Solid lines with markers: Simulated

BER. Dashed lines: Asymptotic BER obtained with (16) and (19).
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Figure 5: SER vs. SNR γt of a cooperative diversity system with 8–PSK modulation and

one out of three relays is selected for cooperation. Relays 1, 2, and 3 are impaired by IR–

UWB (bandwidth of victim system B = 4 MHz, Nb = 32 bursts per IR–UWB symbol,

and Lc = 128 chips per IR–UWB burst), ǫ–mixture noise with parameters ǫ = 0.1 and

κ = 50, and unfaded 4–PSK CCI with one synchronous interferer, respectively. Solid

lines with markers: Simulated SER. Dashed lines: Asymptotic SER obtained with (16)

and (17).
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Figure 6: Cooperative diversity system with one source (S), one relay (R), one desti-

nation (D), and one impulsive noise emitter (I). For the relay placement results shown

in Fig. 7, we assume d1 = d2 = 0.2dSD for the location of the interferer.
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Figure 7: BER vs. PT/PI of a cooperative diversity system with BPSK modulation,

one relay, and various relay placement strategies. All network nodes are affected by

AWGN with N0 = −95 dBm and an impulsive inteferer modeled as ǫ–mixture noise

(ǫ = 0.01, κ = 100) with emitted power PI = −58 dBm. Solid lines with markers:

Simulated BER. Dashed lines: Asymptotic BER obtained with (16) and (19).


