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Abstract
Decision support systems use LLM embeddings to convert market data into actionable

trading insights. However, current financial prediction models often overlook valuable
information within short-term intervals (e.g., 4 hours) within longer ones (e.g., a day).
The dissemination of news within these shorter periods significantly impacts market
movements even for multiple days. This study aims to determine the effectiveness of
incorporating fine-grained information into market prediction models that traditionally
rely on coarse-grained data. We design a neural network to simultaneously attend to
important news and influential indicators present in short-term time slices as well as
benefit from market data available in long-term timeframes. With the advancement of
contrastive learning-based NLP, we utilize the Angle-optimized Embedding (AoE) sen-
tence transformer for news representation, which generates discriminative embeddings
leveraging angle-optimized loss. Besides, to tackle the problem of non-stationary series
regression, we employed reversible instance normalization. Comparative results with
baseline articles within Forex and cryptocurrencies demonstrate the superiority of the
proposed method. Our ablation studies demonstrate that the simultaneous use of fi-
nancial market data in both fine-grained hourly time slices and coarse-grained daily
time slices improves prediction accuracy by up to 60%. Furthermore, utilizing the AoE
method to generate informative vector representations for news documents outperformed
other embeddings by up to 9.5%.
Keywords: Time series regression, News representation, AoE embeddings, Multi-
resolution representation, ReVIN normalization
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1. Introduction

Market participants in equities, foreign exchange, and cryptocurrencies closely monitor
price movements across different timeframes, from intraday to monthly. News-driven volatil-
ity can disrupt price patterns at various scales, making it challenging for investors to make
informed decisions aligned with their chosen timeframes. Behavioral economics focuses on
studying the impact of information reaching financial market investors [1]. Scholars have
developed decision support systems for financial investment that leverage multimode infor-
mation [2–4]. Recent studies in behavioral finance have utilized deep learning networks with
attention mechanisms to identify and extract key features from multimodal market time-
series data and textual social media content [5–8]. A primary focus of these studies has
been developing network architectures capable of assigning appropriate weights to different
data modalities, such as news content, sentiment analysis, and market data, for accurate
prediction [9–13]. Although these models have shown promise, they often rely solely on
market data within specific time frames to forecast prices, overlooking the subtle impact of
news and media on finer-grained price fluctuations. We design our approach to shed light on
the importance of utilizing multi-resolution market data and studying the impact of news
dissemination on price regression.

So far, scholars have used transformer models for financial text representation [14–16],
especially some work that utilizes head-based fine-tuning of pre-trained models in the finance
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domain [17–19]. The contrastive learning-based NLP is a fast and accurate technique that
learns meaningful text embeddings by maximizing similarity between semantically related
text pairs while minimizing similarity between unrelated ones. Researchers in [20] used
SBERT [21] trained based on cosine similarity of pair-sentences loss in a distillation learning-
based method for financial domain text summarization. The authors in [22] introduced
Angle-optimized Embeddings (AoE) for semantic textual similarity, in which an angle-based
loss function is used to mitigate the vanishing gradient problem inherent to objectives based
on cosine similarity, by optimizing the angle between embedding vectors in a complex space.
AoE has shown to be very effective in sentence similarity tasks, however, it has not been
explored in behavioral economics. This motivated us to use it for generating news document
embeddings in our work.

Contributions. We introduce the AoE-MR method that leverages AoE LLM [22] for
news representation and Multi Resolution market data. AoE-MR incorporates two coarse-
and fine-grained information to consider past correlations of market data and the recent
effect of news on price fluctuation. The coarse-grained module captures long-term market
trends by analyzing technical indicators through an RNN-based encoder layer. Conversely,
the fine-grained module identifies influential news and their short-term market impact. This
module comprises attention head layers to identify key news and temporal relationships
within multiple short intervals between longer periods. Subsequently, sequences of short-
term news and market features are processed by an encoder layer. Finally, a weighted
fusion of short-term news and market based features and long-term market based features is
performed for price regression. A significant challenge in time series normalization is the non-
stationarity of data distributions, which occurs when the distribution of data in the training
set differs from that in the testing set. To address that, we utilize RevIN normalization [23].
This technique introduces learnable weights to dynamically shift and scale time series data,
enhancing the model’s ability to predict price accurately. Our contribution includes:

• We analyze the importance of coarse-grained information between consecutive time
intervals and finer-grained information in shorter time slices.

• We introduce a novel approach that leverages attention mechanisms to prioritize
significant news within AoE embeddings, while also extracting features from multiple
short-term intervals of market data buckets.

• We design an approach that simultaneously leverages contrastive learning for news
representation and neural network-based normalization for financial time series price
prediction. Our code is publicly available for download 1.

• The results of our experiments show the superiority of our approach compared to
other works by up to 60%. Ablation studies indicate the strong ability of AoE in
financial domain text representation.

2. Related works

Normalization methods for time series. Traditional deep learning models mainly
addressed binary prediction (up/down) of price or volatility trends [24, 25]. However, recent
advances in neural network-based normalization techniques [4, 26, 27] have changed the
focus to price regression. Using these methods, researchers aim to predict the absolute
value of the price or volatility values rather than simply forecasting directionality. Time
series normalization faces nonstationarity, where training and testing data distributions
differ, prompting various normalization methods to address this issue.

Min-Max and z-score normalization scale data using fixed statistics, but for non-stationary
time series, test data normalization must use test-derived values to avoid performance issues.

1https://github.com/anbaee/AoE-MR

https://github.com/anbaee/AoE-MR
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LayerNorm [28], embedded in RNNs, normalizes hidden states using their own mean and
variance, pioneering neural network normalization. Dynamic normalization methods like
Dain [29] and RevIN [23] introduced learnable parameters, with RevIN offering a two-phase
(normalization and denormalization) approach to handle non-stationary data, enhancing
model robustness and adaptability over time. Research shows that integrating LayerNorm
improves model convergence speed, while the Dain method [29] introduces a normalization
layer in neural networks for classifying non-stationary time series, enabling the network to
learn mean and variance for z-score normalization. Extending Dain, the RevIN method
[23] processes data through a Dain layer for normalization and later restores the original
distribution via inverse normalization using learnable parameters. Recent studies [30, 31]
highlight the growing popularity of these normalization techniques, with RevIN being widely
adopted in deep learning models for time series regression due to its effectiveness.

Sentence-transformer models. In recent years, researchers in the field of behavioral
economics have utilized neural network-based text representations. Some methods have
utilized the word embedding techniquefor representation [32]. However, this approach suffers
from the problem of not considering the sentence context in generating word vectors. With
the widespread use of large language models like BERT[33], some methods like [9] have
employed this model in representing vectors of economic news documents. Researchers in
[21] proposed the SBERT language model and demonstrated that the BERT language model
is not capable of producing similar vectors for documents with similar topics.

Contrastive learning represents a significant advancement in refining sentence-transformers
by optimizing the embeddings through a process of comparative analysis. This technique en-
hances the quality of sentence embeddings by encouraging the model to distinguish between
similar and dissimilar text pairs, thus sharpening its ability to capture nuanced semantic
distinctions. The researchers in [34] introduce a novel contrastive learning approach called
SimCSE, which significantly improves sentence embeddings by using contrastive objectives
for both supervised and unsupervised learning settings. Similarly, Zhang et al [35] explores
the application of contrastive learning techniques in fine-tuning pre-trained language mod-
els, showcasing enhanced performance in sentence representation tasks. By embedding this
approach into the training process, sentence-transformers are better equipped to capture the
nuanced and often subtle semantic relationships present in textual data, leading to more
accurate and insightful analyses in behavioral economics research.

With the recent advancements in GAN networks, researchers introduced a network based
on BERT called Sentence-BERT [21], aiming to enhance the ability to generate similar
vectors for similar documents. In this network, the loss function considers the cosine sim-
ilarity of the generated vectors in the GAN network. Therefore, the network is capable of
learning semantic similarities between documents and generating similar vectors for similar
documents. Their results demonstrate that the Sentence-BERT model outperforms BERT
in tasks involving semantic similarity of sentences in natural language processing. Subse-
quently, researchers in [22], by addressing challenges in the cosine function’s saturation in
certain areas, improved the performance of Sentence-BERT and introduced the AoE model.
Given the superiority of this approach in tasks involving semantic sentence similarity, its
use has become prominent across various fields as an open research area.

Given the advancements in Sentence-BERT and AoE, there is a prominent open research
domain in utilizing these models in behavioral finance. The AoE model, with its enhanced
ability to manage semantic similarity and address the cosine-based loss function challenges,
presents opportunities for deeper exploration in financial contexts. Potential applications
include improved sentiment analysis of financial news, more accurate clustering of market
sentiments, and enhanced models to predict market trends. Investigating how AoE’s ad-
vanced sentence embeddings can be applied to predicting finance behaviors could lead to
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more insights and refined predictive capabilities, ultimately advancing the field and offering
new avenues for research and application.

In our study, we employ the AoE sentence transformer. The AoE sentence transformer in-
troduces a novel optimization technique for sentence embeddings, addressing the limitations
of traditional cosine similarity methods. Traditional models, such as BERT and RoBERTa,
often use cosine similarity to measure the angle between vectors. However, cosine similarity
can suffer from saturation issues, where the function becomes less sensitive to differences be-
tween vectors that are already close to each other. AoE addresses these issues by operating
in complex space to compute the angle difference between sentence embeddings.

Predictive models. A broad variety of predictive models have during the past decades
analyzed diverse portfolios. With the advent and widespread adoption of deep learning
networks, particularly convolutional and recurrent networks, numerous methodologies have
emerged [9, 10, 12, 13]. Recent advancements have incorporated attention mechanisms to
enhance the extraction of critical features over time [5–8]. Recent studies have focused on
integrating multiple data modalities to improve predictive performance. For example, Lee et
al. [36] proposed a method that combines stock price data in various time frames of daily,
monthly, and weekly with macroeconomic indicators, demonstrating improved prediction
accuracy compared to unimodal approaches. Their approach highlights the effectiveness of
the Multimodal fusion transformer for stock direction classification. Similarly, Gang Wang
et al. [37] developed RCMA, an attention-based multimodal deep learning method that
integrates financial and textual data to enhance fraud detection in finance, showcasing the
potential benefits of multimodal data fusion in identifying suspicious financial activities.
Another significant contribution in the realm of multimodal integration is presented by Fa-
rimani et al. [27], who developed a novel attention-based multimodal deep learning method,
for financial market price regression. Their method integrates financial modality and the
textual modality to enhance regression capabilities. This approach underscores the poten-
tial of multimodal data fusion as well as the normalization strategy for improving turbulent
market prediction.

A comprehensive review in [2] emphasized the integration of diverse data sources, such
as news, social media, and market data, with text mining and deep learning techniques for
enhanced financial decision support. In sentiment analysis, the development of FinSoSent
[38], a domain-specific large language model pre-trained on financial news and fine-tuned
on financial social media corpora, is an example of the effective application of multimodal
data sources financial news, technical indicators, and social media posts to improve senti-
ment analysis. The use of generative AI models, like GPT-3.5, for preprocessing text also
demonstrates benefits in contextual understanding while addressing the challenges associ-
ated with domain-specific vocabulary [38]. The study underscores how combining different
metrics and models, including those capable of handling multimodal inputs, can enhance
forecasting accuracy and decision-making [39].

Many contemporary methods focus solely on information available within daily time inter-
vals [10, 26] for predicting daily outcomes, often neglecting the potential value of information
obtained by investors between these intervals. This paper aims to improve the prediction
accuracy for price regression by incorporating information from hourly intervals between
daily time slices. The proposed network structure is designed to integrate both granular
hourly information and daily time slice data. This approach allows the model to priori-
tize significant news events and impactful price changes, thereby improving decision-making
capabilities based on a more comprehensive dataset.
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Figure 1. Our AoE-MR approach leverages the past history of daily market data and the
last day coarse-grained news and hourly market data (green arrow) for price prediction.

3. The Proposed Model

Let zi,t be the ith market-based feature at time t. Given the past values of market
data [zi,t0 , zi,t1 , ..., zi,t] := zi,t0:T and two covariates of finer-grained market information
[ẑi,τ0 , ẑi,τ1 , ..., ẑi,T ] := ẑi,τ0:T where τ = [t − 1, T ] and news sequence [x1, ..., xn] := xt−1:T

published during τ , our goal is to predict the zcloseprice,t+1 as our target. Figure 1 depicts
the data flow and the architecture of our AoE-MR method.

3.1. Coarse-grained Market Information Embeddings

Let [zi,t0 , zi,t1 , ..., zi,t] := zi,t0:T be the long-term market data encompassing OHLCV
values and technical indicators. The time series zi,t0:T is normalized based on its distribution
using a RevIN normalization layer (Block 1 in Fig. 1). RevIN [23] is a wrapper on our base
model to normalize each incoming series and de-normalize the output through learnable
distribution parameters (Block 1 in Fig. 1). Subsequently, a market data embedding is
generated through fully connected layers in a low-dimensional latent space (Block 2 in Fig.
1). Therefore, Zc

i,t0:T
would be the fully connected output for the coarse-grained component.

Our proposed model leverages both the historical market data (coarse-grained informa-
tion) and recent news alongside market fluctuations (fine-grained information). The model
attends to market data over the interval [t0 : T ] as the past history of the system, while also
focusing on the shorter period τ = [t− 1 : T ] within [t0 : T ]. This shorter interval captures
the dissemination of news, which may induce significant fluctuations in the market on the
upcoming day.

3.2. Fine-grained Market Information Embeddings

We divide τ = [t−1 : T ] to h time steps and consider covariate finer-grained market data,
denoted as ẑτ0:τ , is passed through the RevIN normalization layer (Block 1) followed by an



6

encoder module to generate its embeddings (Block 3). Finally a sequence of finer-grained
market data Ẑf

τ0:T
with length h is ready to be fed to the encoder for price regression.

3.3. Fine-grained News Information Embeddings

For covariate x as a news title, let [x1, ..., xn] := xt−1,T be a sequence of recently published
news within the last market state interval [t− 1 : T ]. We leverage AoE LLM [22] to create
news embeddings for each interval during τ . Considering h fine-grained intervals within
[t − 1 : T ], we granularly align news embeddings with their corresponding fine-grained
market data in temporal order [(ẑi,τ0 , Xτ0), ..., (ẑi,τ , Xτ )], where xτi = [AoE(xj)|S.Tτi−1 <
timestamp(xj) < τi]. AoE is a sentence-transformer model trained contrastively based on
following objective function:

L = w1∗log
[
1+

∑
s(xi,xj)>s(xm,xn)

e
cos(xm,xn)−cos(xi,xj)

γ

]
+w2∗log

[
1+

∑
s(xi,xj)>s(xm,xn)

e
∆θij−∆θmn

γ

]
where, the first term is a cosine loss function designed to generate highly similar embed-

dings for the high-similarity text pair xi,xj , while ensuring the similarity value s(xi,xj)
exceeds that of the low-similarity pair xm,xn. However, the cosine function’s saturation
zone can impede the optimization process. To address this, the second term is introduced
to minimize the normalized angle difference ∆θi,j −∆θm,n in complex space for pairs with
high similarity xi,xj compared to those with low similarity xm,xn. w1 and w2 are constants.
γ is the temperature parameter.

Given h fine-grained intervals within τ , we employ h separate attention head blocks (Block
4) to enforce network assign larger weights to important news published during each interval
τi. The output of each attention block is computed as Xf

τi = Softmax(tanh(Wn∗Xτi+bn)).
This process results in a sequence of weighted news embeddings with length h Xf

τ0:τ which
is ready to be fed to the encoder module for price regression.

3.4. Encoder Module

The encoder in our model is a compromise of three RNN blocks followed by temporal
attention. Each RNN block in the encoder module, fed by a temporal sequence of prepared
features Zc

i,t0:T
, Xf

τ0:τ , Ẑ
f
τ0:T

. The temporal attention placed at the output of each RNN
block is responsible for assigning heavy weights to important time steps of fine-grained news
and market data as well as coarse-grained market indicators. Finally, the output features
from the attention modules are concatenated together and sent to a linear regression layer.
Subsequently, they are passed through an inverse normalization layer (Block 5), to shift and
scale the predicted price around target distribution.

4. Experiments

4.1. Dataset

Following [2, 4], we analyzed major currency pairs in the Forex market such as EUR/USD,
GBP/USD, USD/JPY, and the Bitcoin / TetherUS at the cryptocurrency market. The
MarketPredict Dataset presented in [4] includes economic news published from 2021 to
2022 and market price indices in hourly time slices. To assess the impact of fine-grained
market and news data within shorter timeframes, we analyze daily and hourly market data.
In this regard, we collected daily OHLC data from Finhub 2 and used hourly market data

2https://finnhub.io/

https://finnhub.io/


7

Currency Pair Time Span Number of Samples(Hour) Number of Samples(Day)
EUR/USD 14/1/2021 - 13/3/2022 7,872 326
USD/JPY 13/1/2021 - 14/3/2022 7,872 328
GBP/USD 14/1/2021 - 14/3/2022 7,872 327
BTC/USDT 1/3/2020 - 13/3/2022 7,872 901

Table 1. Market Price Indices Dataset.

available in the marketpredict dataset. Table 1 shows the period and the number of samples
of market price indices for both daily and hourly time frames.

4.2. Settings

We aim to predict the daily close price. Regarding the multi-horizon market data analysis
in our AoE-MR model, we employ daily market data as coarse-grained information and
hourly time frame data as fine-grained information. The daily lag is set to six days prior, and
the hourly lag is set to 24 hours prior. We set h = 6 as the number of short-term intervals,
dividing the data into 6 fine-grained buckets, each spanning 4-hour intervals (24/4=6), along
with the corresponding news published within those periods. Technical indicators remain
crucial resources for investors’ decision-making.

Researchers in [4] proposed an information gain analysis approach for selecting technical
indicators. Following their work, we also used Close price, Exponential Moving Average
(EMA), and Bollinger bands low (BBL) for all analyzed currency pairs. Additionally, for
EUR/sUSD, USD/JPY and GBP/USD we use Accumulation/ Distribution Index (ADI)
and for BTC/USDT, we use On Balance Volume (OBV) as volume-based indicator. For
indicator calculation, TA 3 package in Python was used, and all indicators were calculated
based on the default values in this package.

The network structure was implemented using TensorFlow. The learning rate for all
currencies was set to 0.001, and the decay coefficient was set to 1 × 10−6. The number of
epochs was set to 300, and the ADAM optimizer was used. The error function used was the
Mean Absolute Percentage Error (MAPE). To compute vector representations of news doc-
uments, we employed the angle-bert-base-uncased-nli-en-v1 model4. For each news item, the
average of the CLS token embeddings from the news title was used as the document vector,
resulting in a 784 dimensional representation. The same seed was used in all experiments.
We considered the first 60% part of dataset for training set, the next 20% for validation set,
and the last 20% for test set, while preserving the temporal order of data.

5. Results and Analysis

Our experiments involved benchmarking against existing methods, conducting ablation
studies to assess the contribution of the language model to vector quality, and examining
the influence of network topology and data granularity (hourly vs. news-based).

5.1. Multi-resolution Data Analysis

We investigate the impact of fine-grained hourly information on daily market price pre-
diction by switching off hourly news and hourly market data in turn and assess performance.

Fine-grained news Analysis. We analyzed the effect of covariate fine-grained news in
price regression accuracy. Our findings underscore the critical role of fine-grained, recently
published news in predicting long-term daily trends. While coarse-grained information, such

3https://pypi.org/project/ta/
4https://huggingface.co/SeanLee97/angle-bert-base-uncased-nli-en-v1

https://pypi.org/project/ta/
https://huggingface.co/SeanLee97/angle-bert-base-uncased-nli-en-v1
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Model name Coarse grained Fine-grained Fine-grained
market data news market data

NoNews-MR ✓ × ✓
AoE-SR ✓ AoE [CLS] representation ×
FinBERT-MR ✓ FinBERT [cls] embedding ✓
BERTBoEC-MR [9] ✓ Bag of Economic Concept clusters based on BERT representation ✓
AoE-MR [Proposed method] ✓ AoE [CLS] representation ✓

Table 2. Variations of our proposed AoE-MR method.

as technical indicators from the past six days, proved valuable, incorporating fine-grained
news from the current day led to a significant reduction in prediction error for all currency
pairs. This highlights the importance of forcing the network to attend to recent news for
accurate long-term forecasting.

Fine-grained market data Analysis. We examined the influence of fine-grained
hourly market data on daily price forecasting performance. A key innovation of this re-
search is the novel integration of price indicators from both daily and hourly timeframes
to forecast daily price movements. Specifically, hourly price indicators lagged by one day,
and daily price indicators lagged by six days were employed as predictors for the subse-
quent day’s price. To quantify the influence of hourly price indicators, we conducted an
ablation study by excluding fine-grained market data from our proposed AoE-MR network
and meticulously monitored the resulting model error.

The results of this experiment are shown in Table 3. The AoE-SR row in Table 3 presents
MAPE loss values obtained when excluding hourly price indicators. These results underscore
the critical role of fine-grained market data as covariates in daily price regression. AoE-MR
demonstrated superior performance, achieving a 44% reduction in MAPE for EUR/USD,
55% for GBP/USD, 60% for USD/JPY, and 53% for BTC/USDT compared to AoE-SR.

5.2. Ablation Studies

To study the effect of news embedding representation, we conducted ablation studies.
We assessed the contribution of news representation by comparing AoE embeddings to
alternative text representation methods. Subsequently, Table 2 depicts various modifications
that we analyzed for ablation studies. We compared two adaptations of our model to assess
the influence of fine-grained news document vector representation.

We employed FinBERT [40] as a head-based fin-tuning model for the financial domain.
Scholars in [12] analyze the efficacy of FinBERT for text representation and financial do-
main sentiment evaluation. We used [cls] representation of the FinBERT model. The
second modification for assessing the importance of news representation is BERT-BoEC [9]
method. The BoEC method has two phases of clustering and frequency calculation within
each cluster. In the clustering phase, the vector representation of words in each news item
is obtained from the BERT model, then these words are clustered into several clusters.
The vector corresponding to each news item is then represented based on the frequency of
its words in each cluster, such that the length of the resulting vector equals the number
of clusters, and each entry corresponds to the frequency of the news item’s words in that
cluster. This method’s advantage is producing low-dimensional vectors while using all the
information available in each news item.

For the AoE representation of news titles, we consider the vector representation of each
news title as the average representation of the [CLS] token. The AoE-MR model outper-
formed the FinBERT and BoEC-based news representation, which emphasizes the efficacy
of contrastive learning over transfer learning for financial text representation. A crucial
factor contributing to AoE’s superior embeddings within our AoE-MR model is its targeted
optimization to address the vanishing gradient problem arising from the cosine similarity
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EUR/USD GBP/USD USD/JPY BTC/USDT
Method Validation

Loss
Test
Loss

Validation
Loss

Test
Loss

Validation
Loss

Test
Loss

Validation
Loss

Test
Loss

NoNews-MR 1.858 2.657 1.708 1.997 1.025 1.392 6.346 5.354
FinBERT-MR [40] 0.740 1.145 0.834 1.161 0.785 0.866 4.137 3.448
BERTBoEC-MR 1.905 1.436 2.546 1.909 0.785 0.952 4.401 3.367
AoE-SR 3.745 1.892 2.360 2.404 2.272 2.174 13.213 7.097
AoE-MR 0.651 1.058 0.834 1.072 0.786 0.866 4.120 3.273
Self Attention and FC
layers [12]

2.466 3.091 1.271 3.373 0.767 0.938 3.525 3.612

Multi layer LSTMs [4] 3.273 6.172 1.621 3.148 3.113 3.704 8.413 9.684
Parallel CNNs [41] 4.877 7.452 3.024 4.030 5.999 6.380 5.395 5.553

Table 3. Comparison of Mean Absolute Percentage Error (MAPE).

function’s saturation regions. The AoE Loss component of the model is instrumental in
enhancing AoE’s capacity to generate discriminative embeddings.

5.3. Comparison with Baselines

Recent research in deep learning time series analysis has primarily focused on regression
[27, 30, 31] rather than binary classification. We compare the effectiveness of our method in
price regression to other time series-based financial prediction methods that directly incor-
porate news embeddings and market prices during training. To ensure a fair comparison, we
adapted all baselines to the price regression problem by embedding the RevIN normaliza-
tion method as a wrapper layer in their network architectures. This decision was motivated
by the significant impact of normalization on financial time series regression performance.
Furthermore, we employed the same price indicators used in our proposed AoE-MR method
across all baseline models. The baseline network architectures are as follows:

Self Attention and FC layers. In [12] news was represented using the BERT language
model, and a self-attention mechanism was used for news summarization. Feature extraction
from daily price indicators was performed using a multilayer fully connected network.

Multi-layer LSTMs modules. In [4], feature extraction from news embeddings is done
by multi-layer stacked LSTM layers. Also, daily price indicators were fed into other LSTM
layers. The news was vectorized using the FinBERT model.

Parallel CNN modules. In [41], a parallel temporal CNN network was used for feature
extraction from news and daily price data. The news was vectorized using the BERT.

Our experimental results unequivocally demonstrate the superiority of the proposed
method over established baselines. This enhanced performance can be attributed to three
key innovations. (1) Multi-horizon price indicator integration By incorporating price indi-
cators from multiple time horizons, specifically hourly and daily data, we effectively capture
the intricate dynamics of price movements. Hourly indicators, closely aligned with investor
behavior for day trading, provide granular insights into short-term trends, while daily in-
dicators offer a broader market perspective. (2) Attention-based news summarization: The
integration of an attention mechanism within our network architecture enables the model to
dynamically focus on the most relevant news segments within a 24-hour window. This se-
lective attention mechanism significantly improves the model’s ability to extract meaningful
information from news data. (3) Advanced news representation: Our novel approach lever-
ages the AoE language model for robust news representation. Coupled with the attention
mechanism, this enables the model to effectively weigh the contributions of news, price, and
time-series data in prediction, resulting in more accurate and informative output.

The results of the experiments show the importance of contrastive learning in document
representation and the application of news semantic similarity. On the other hand, the
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use of price data in shorter time slices that reflect price changes more quickly, alongside
long-term daily price indicators, significantly improves the accuracy of predictive models.
Additionally, attention to the normalization method of price indicators to overcome the
non-stationary behavior of time series is crucial for price regression.

6. Conclusion

Prediction of long-term time frame of the market is a challenging task because of the
delayed update of long-term indices according to the recent finer-grained price fluctuations
that occurred in response to recent news dissemination. To address this issue, our proposed
model was designed to use past long-term market data as well as two fine-grained covariates
for forex and cryptocurrency pair exchange rate forecasting. Our model incorporates multi-
mode data including past days price indicators, fine-grained hourly market information,
and recent financial news. Ablation studies indicate the significant effects of hourly time
frame indicators and recently published news in the daily price regression improvements
by up to 60% error reduction. To overcome the challenge of non-stationary time series
regression, we embedded a learnable normalization layer. Additionally, we employ the AoE
language model for news representation. Our AoE-MR model significantly outperformed
other text representation benchmarks, demonstrating the efficacy of contrastive learning in
generating informative news embeddings for financial forecasting. With the expansion of the
use of transformers in time series prediction, and their application in financial time series
prediction we plan to predict multi-horizon prices as a future work.
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