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ABSTRACT
A critical component of high-throughput processors such as GPG-
PUs is the network-on-chip (NoC) that interconnects the cores and
the memory partitions together. Different NoC architectures for
throughput processors have been proposed but they have often
been based on similar principles as multicore (or CPU) NoC, includ-
ing emphasis on bisection bandwidth and the traffic pattern. In this
work, we identify how such prior approaches are not necessarily
applicable to NoC in throughput processors. We identify how dif-
ferent bandwidth bottlenecks can be created in high-throughput
processors and argue NoC design for throughput processors need
to be re-evaluated.

CCS CONCEPTS
• Computer systems organization → Interconnection archi-
tectures.
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1 INTRODUCTION
In this work, we explore network-on-chip (NoC) design in high-
throughput processors or accelerators. In particular, we re-visit
the design of NoC for high-throughput processors, such as GPG-
PUs. Prior work [2] identified how the communication pattern in
GPGPUs can cause a bottleneck and limit overall performance. The
many-to-few-to-many traffic pattern with many cores communicat-
ing with few memory controllers (or memory partitions) that send
data back to the many cores [2] – with the few memory controllers
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Figure 1: Communication pattern of many-to-few-to-many
in throughput processors, showing (a) the bisection band-
width (𝐵𝑊𝑁𝑜𝐶−𝐵𝑐

) and the (b) memory bandwidth (𝐵𝑊𝑀𝐸𝑀 )
and the interface bandwidth (𝐵𝑊𝑁𝑜𝐶−𝑀𝐸𝑀 ). MEM are mem-
ory partitions, includes L2 and the memory controller.

becoming the bottleneck for overall performance. Since memory ac-
cess for high-throughput workloads are often read requests where
the read request size is relatively small but the reply (or the data)
is larger, the reply bandwidth (𝐵𝑊𝑁𝑜𝐶−𝑀𝐸𝑀 in Figure 1(b))) was
identified as a key bottleneck in NoC for throughput processors.

However, baseline NoC of throughput processors attempted to
provide a balance between memory bandwidth and NoC bisection
bandwidth (𝐵𝑊𝑁𝑜𝐶−𝐵𝑐

in Figure 1(a))) to achieve cost-effective
NoC. While bisection bandwidth is a critical component in any
interconnection network design [3], the bisection bandwidth is
only an important metric if the nodes (i.e., Core’s for the request
network and MEM’s for the reply network) are injecting sufficient
bandwidth to saturate the bisection bandwidth. With communica-
tion occurring from the cores to the memory nodes (and vice-versa),
the terminal or interface bandwidth from the nodes (in particular,
for the reply network 𝐵𝑊𝑁𝑜𝐶−𝑀𝐸𝑀 in Figure 1(b)) becomes the
bottleneck. Thus, insufficient interface bandwidth can fundamentally
limit the bandwidth of memory (and L2) bandwidth and thus, the
bisection bandwidth is not necessarily the main bottleneck.

2 BANDWIDTH MEASUREMENTS
In this section, we provide some bandwidth/performance measure-
ments on real GPUs and a simulator to understand the bandwidth
bottleneck. Since congestion builds up at the NoC-MEM interface
of the reply network, the reply bandwidth bottleneck impacts not
only the reply network but backpressure propagates to impact
memory bandwidth utilization and the request network [2]. Us-
ing the same 2D mesh “throughput-effective” baseline simulation
configuration as [2] with GPGPU-sim [1], we plot the memory
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Figure 2: (a) Memory channel utilization fluctuation from
backpressure from the reply bandwidth bottleneck using
simulation and (b) memory utilization comparison across
different real GPUs.
utilization of a single memory channel over time when executing a
memory intensive synthetic workload (i.e., STREAM workload) in
Figure 2(a). The memory bandwidth reaches maximum bandwidth
but the bandwidth cannot be sustained as the average memory
bandwidth utilization is significantly lower – i.e., less than 25%
memory channel utilization is achieved on average. As the reply
bandwidth interface congestion forms and queues between the
memory system and the NoC fills up, the memory can no longer
be serviced or is “blocked” and results in low utilization.
Memory Bandwidth in GPUs: We evaluate the same STREAM
benchmark on real systems and the results are shown in Figure 2(b).
Average memory utilization is measured across different genera-
tions of NVIDIA GPU architectures and all system measurements
exceed 70% utilization and some reach as high as 90%. In comparison,
the simulator evaluation is significantly limited to approximately
only 20% – thus, the NoC bandwidth provisioned insufficiently
in the simulations. This is not a simulator limitation but a band-
width/configuration issue in assumptions made when utilizing the
simulator.
L2 Bandwidth: In addition to memory bandwidth, another band-
width that NoC impacts is the L2 bandwidth since L2 is placed
near the memory controllers and interconnected through the NoC
from the cores. We measured the L2 bandwidth on real systems by
executing a synthetic workload with memory accesses that results
in approximately 100% L2 hit rate and access all L2 partitions. L1 is
bypassed to ensure all accesses traverse the NoC. Figure 3 plots L2
bandwidth as the number of CTAs allocated to each core (or SM)
increases for two different GPU architectures, Maxwell and Volta.
The L2 bandwidth continues to increase as the number of CTAs
increases and having more than 2 (or 4) CTAs results in L2 band-
width exceeding the maximum system memory bandwidth for both
GPUs. While memory bandwidth is critical, the NoC bandwidth
needs to be provisioned sufficiently to ensure that L2 bandwidth is
not limited by the NoC bandwidth in simulations.
Trafficpattern:Traffic pattern has significant impact on the perfor-
mance of a topology or routing algorithm [3]. The dominant traffic
pattern in throughput processors is the many-to-few-to-many but
while such traffic or communication pattern does occur, bandwidth
dominates the traffic pattern in throughput processors – i.e., the
bandwidth (i.e., memory bandwidth or L2 bandwidth) determines
the traffic, not necessarily the number of nodes. This is critical to
ensure that the system is properly balanced.
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Figure 3: L2 bandwidth measured on (a) Maxwell and (b)
Volta GPU systems as the number of CTAs allocated to each
core increases.

Based on these preliminary measurements, the following obser-
vations can be made.

(1) NoC does not bottleneck the memory bandwidth in real
system since high memory utilization can be observed.

(2) L2 bandwidth is significantly higher than memory band-
width and the NoC must support L2 bandwidth.

(3) Simulations-based studies for high-throughput processors
need to provide sufficient bandwidth to ensure that the NoC
does not limit either the L2 or memory bandwidth.

Thus, insufficient interface bandwidth between memory parti-
tion and the NoC can fundamentally limit the bandwidth of memory
(and L2) bandwidth. Another approach to view the problem is using
a simple bottleneck analysis. Since the cores, the NoC, and the
memory system are connected in series, “the maximum throughput
of𝐾 sub-systems in series is theminimum of the subsystem through-
put” [4]. Thus, even if high memory bandwidth (𝐵𝑊𝑀𝐸𝑀 ) or bisec-
tion bandwidth is provided, the system cannot sustain such high
bandwidth since the aggregate terminal bandwidth (𝐵𝑊𝑁𝑜𝐶−𝑀𝐸𝑀 )
becomes the bottleneck among the components.
Impact on NoC Design: Based on the observations that high in-
terface bandwidth is needed, cost-effective NoC architecture and
topology needs to be re-visited. Some prior work assumed a flat
network topology (e.g., mesh, torus, etc.) for the NoC in through-
put processors. However, while such topologies can provide good
scalability and high bisection bandwidth, it can be challenging to
provide high terminal bandwidth that is needed for the throughput
processors. In comparison, a hierarchical NoC organization can
better match the bandwidth demands of the throughput processors.

3 SUMMARY
Bandwidth is an important performance metric in any intercon-
nection networks. However, in addition to bisection bandwidth,
the terminal or the interface bandwidth in throughput processors
need to be properly provisioned to ensure that NoC of throughput
processors do not become the bottleneck.
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